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Abstract

The objective of this work is to illustrate how to algorithmically integrate Machine-Learning Algorithms (MLA's) with multistage/multicomponent fire spread models. In order to tangibly illustrate this process, this work develops a framework for a specific model problem combining: (I) a meshless discrete element “submodel” that tracks the trajectory of airborne hot particles/embers, subject to prevailing wind velocities and updrafts, (II) a topographical “submodel” of the ambient combustible material whereby airborne embers that make contact are allowed to start secondary fires (if conditions are appropriate), combined with ground-based surface spread and burn rates for generating new embers, new updrafts (due to hot air), etc., and (III) a Machine-Learning Algorithm to rapidly ascertain the multi-submodel system parameters that force the overall model to match observations. The submodels compute both ground and airborne hot-ember driven fire propagation, as well as subsequent distribution of debris/soot, which is important for air-quality assessment. The overall framework is designed for use in digital twin technology, which refers to an adaptive digital replica of a physical system, whereby model updates are continuously in near real-time. This necessitates a rapid simulation paradigm that can easily interface with telecommunications, cameras and sensors. The presented framework is designed to run quickly on laptops and hand held devices, with the guiding principle being to make it potentially useful for first-responders in real-time.
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1. Introduction

Uncontrolled large-scale fires are growing in severity worldwide. Such fires are occurring in countries around the globe and will continue to drain their resources until effective solutions are in place (Fig. 1). For example, in 2017, US fire departments responded to an estimated 1,319,500 fires which caused over 3400 civilian fatalities, 14,670 civilian fire injuries and an estimated 23 billion in direct property losses. Every minute delayed in the primary response for certain life-threatening medical emergencies leads to a measurable effect on mortality, especially in the first five minutes in the response interval, where rapid intervention makes the greatest difference. In 2017, there was a civilian fire death every 2 h, 34 min, and a civilian fire injury every 36 min (see Evarts [1], Karter [2], Zohdi [3], Grant et al. [4] and McKinzie [5] for more details).
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Generally, a significant portion of fire-fighting research is geared towards improving emergency response practices and the development of faster emergency response systems. In particular, while detailed large-scale computational simulations of fire growth exist, they are oftentimes too slow to be useful for field-deployed, fast-paced and mobile computing platforms in harsh environments. Accordingly, the present work focuses on rapid fire simulation by developing a framework combining three components (Figs. 2–4):

1. **COMPONENT 1**: A meshless discrete element “submodel” that tracks the trajectory of airborne hot particles/embers, subject to prevailing wind velocities and updrafts,
2. **COMPONENT 2**: A topographical “submodel” of the ambient combustible material whereby airborne embers that make contact are allowed to start secondary fires (if conditions are appropriate), combined with ground-based surface spread, burn rates for generating new embers and new updrafts due to hot air, etc., and
3. **COMPONENT 3**: A Machine-Learning Algorithm to rapidly ascertain the multi-submodel system parameters that force the overall model to match observations.

The submodels chosen provide a set of components to illustrate the framework. The particular simulator developed here is based on a mesh-free discrete hot ember element flow model, which combines submodels for both ground and airborne hot-ember driven fire propagation, as well as subsequent distribution of debris/soot, which is important for air-quality assessment (Figs. 4–6). The overall framework is designed for use in digital twin...
technology, which refers to a digital replica of a physical system, where the philosophy is that updates to digital twins are made continuously in near real-time, which necessitates a rapid simulation paradigm that can easily interface with telecommunications, cameras and sensors. Ideally, such a framework should be able to integrate historical data from past model usage, that factors in its real-time digital model and optimizes its operation and maintenance of physical assets, systems and processes. The model is designed to run rapidly on laptops and hand held devices, with the guiding principle being to make it useful for first-responders in real-time.

Remark 1. As mentioned, wildfire modeling typically has as its objective, to determine the speed and direction of spreading of fires, utilizing fuel model-types for ambient materials, relative humidity, precipitation, etc. There is no shortage of simulation codes, but the limitations are real-time accuracy and easy practical use. The framework presented in this paper can be applied to other wildfire simulation tools, involving, for example:

- **Empirical models**, which are empirical fire spread equations, such as those published by the USDA Forest Service, for quick estimation of fundamental parameters of interest such as fire spread rate.
- **Semi-empirical models**, which are two-dimensional fire growth models, such as FARSITE, that use semi-empirical relationships for fire spread rate.
- **Physically-based models**, which combine computational fluid dynamics with wildland fire components and allow the fire to feed back into the atmosphere. These models include NCAR’s Coupled Atmosphere–Wildland Fire–Environment (CAWFE) code, NCAR’s, Weather Research and Forecasting (WRF) code, Los Alamos’ FIRETEC simulator, NIST’s Fire Dynamics Simulator (WFDS), etc.

The “high-fidelity” physically-based models discussed utilize coupled partial differential governing equations, such as:

\[
\begin{align*}
\text{Balance of mass} : & \quad \frac{\partial \rho}{\partial t} = -\nabla \cdot \rho v - \rho \nabla \cdot v, \\
\text{Balance of momentum} : & \quad \rho \left( \frac{\partial v}{\partial t} + (\nabla v) \cdot v \right) = \nabla \cdot \sigma + f, \\
\text{Constitutive Law} : & \quad \sigma = -P \mathbf{1} + 3k \mu D + 2\mu \mu' D',
\end{align*}
\]

(1.1)

where \(\rho(x)\) is the density field of the fluid, \(v(x)\) is the fluid velocity field, \(\sigma(x)\) is the fluid stress field, \(D(x)\) is the fluid velocity gradient field, \(f(x)\) is the body force field, \(P(x)\) is the fluid pressure field, \(k(x)\) and \(\mu(x)\) are fluid material property fields. Collectively, we refer to these equations as the “Navier–Stokes” equations. It is customary to specify \(v\) and \(P\) on the boundary, and to determine \(\rho\) on the boundary through the Equation of State. \(P\) is given by an Equation of State. It is important to emphasize that physically compatible boundary data must be applied, and this is not a trivial matter for compressible flow. Additionally, the first law of thermodynamics is included (along with equations for various chemical reactions), which reads as

\[
\rho \frac{\partial w}{\partial t} - \nabla \cdot (\rho v) + \nabla \cdot q - \rho z = 0,
\]

(1.2)

where \(w(x)\) is the stored energy in the fluid, \(q(x)\) is the heat flux field, \(z\) is the heat source field per unit mass. When dealing with multifield problems, this equation is used extensively, when coupled to the Navier–Stokes equations.

Generally such models are ineffective for real-time use, which is the subject of this work. However, they are quite useful for detailed offline background analyses, where rapid response is a nonissue. Over that last two decades, mesh-free particle-based “Lagrangian” methods, such as discrete element models have been developed which are faster to compute, but do not provide as much detailed fine-scale information — this is ideal for large-scale fire simulation. Particle-based methods form the basis of this work. Furthermore, when coupled with Machine-learning algorithms, they are able to have increased accuracy by incorporating observational data during the simulation process.

2. **COMPONENT 1: Particle-based fire-spotting models**

Unintentional wildfires have many sources. One frequent initiation of unwanted fires is by ignition from incandescent metallic or ceramic particles from man-made causes, such as manufacturing workplaces. This is a source of growing concern in arid and semi-arid environments, such as those found in California, where population growth has been unabated. Oftentimes, such particles are generated by manufacturing processes involving cutting,
grinding, sanding, welding, etc., as well as metal-to-metal contact from construction sites, worn-out brakes, vehicles exhaust systems, ballistic impacts, explosions, pyrotechnics, etc. Also, situations involving clashing power lines in high winds, leading to hot charged material being ejected, are of concern. The generation of such incandescent particles is well-documented (Wingerden et al. [7] and Fernandez-Pello [8]). According to the National Interagency Fire Center, from 2006–2015, the average number of wildfires in the United States was 71,594, with nearly seven million acres burnt annually (NIFC report [9]). Depending on the thermal state of the particles and the material on which they land, they can be a source of ignition. There have been many fires that have been attributed to hot metal particles and sparks. Published data (Prestemon et al. [10], Ahrens [11] and Ramljak et al. [12]) indicates that powerlines, machinery and vehicles cause approximately 28,000 natural fuel fires annually in the United States (Ahrens [11], NFPA [13] and USFA [14]). These processes depend on many factors, including the thermal state and trajectories of the particles. The scientific significance of understanding this phenomena is that it can potentially save lives and reduce fire damage, for example by ascertaining clearance distances along highways and railroads needed to reduce the likelihood of spot fire initiation. This type of information can help construct safety regulations.

The subject of spot ignition by metal particles involves a number of parameters. Early studies on the subject were primarily experimental (Pleasance and Hart [15], Stokes [16] and Rowntree and Stokes [17]). Fernandez-Pello and co-workers (Hadden et al. [18] and Urban et al. [19]) have investigated the problem in order to better understand the physical/chemical mechanisms controlling the spot fire ignition process (Fernandez-Pello [8]). Experimental tests are, however, quite expensive and time consuming. For example, the usual experimental approach is to heat a particle of a metal usually encountered in spot fires (typically, steel, aluminum, copper, brass), which is then dropped onto a fuel bed of interest, in order to ascertain if ignition will occur. The more complex test problem of the interaction with wind, airborne cooling, etc, is experimentally daunting — thus motivating the development of modeling and simulation tools. On that specific topic, we refer the reader to works dedicated to correlations or CFD simulations found in Baum and McCaffrey [20] and Tarifa [21]. The launching of embers by ground fires has been investigated by many researchers, with pioneering work conducted by Tarifa et al. [21,22], who experimentally determined drag and burning rates of spheres, cylinders and plates of various woods, and then ascertained the maximum fire spread range. This was followed by a large number of theoretical and experimental studies of ember transport (Sardoy et al. [23], Lee et al. [24] and Koo et al. [25], Pleasance and Hart [15], Tse and Fernandez-Pello [26], Mills and Hang [27], Tarifa et al. [22] and Rallis and Mangaya [28]).

In this section, the “COMPONENT 1” submodel for fire-spotting is introduced, following Zohdi [29], to characterize the progressive time-evolution of the dynamics of a set of released hot particles (Fig. 5). Thereafter, extensions are discussed, leading to the submodel associated with “COMPONENT 2”. In this section, we initially restrict ourselves to computing the trajectory of hot particles. The subsequent phenomena of burning embers and ground-based surface materials is the theme of later sections (COMPONENT 2).

2.1. Hot particle propagation models

The equation of motion for the th fragment in the system is

\[ m_i \dot{v}_i = \Psi_{i}^{tot} = \Psi_{i}^{grav} + \Psi_{i}^{drag} \] (2.1)

where for the drag, we will employ a general phenomenological model

\[ \Psi_{i}^{drag} = \frac{1}{2} \rho_a c_d \| v^f - v_i \| (v_i - v) A_i, \] (2.2)

where \( c_d \) is the drag coefficient, \( A_i \) is the reference area, which for a sphere is \( A_i = \pi R^2 \), the surrounding fluid density is \( \rho_a \) (in the case of interest, air) and \( v^f \) is the surrounding velocity.

The inner-product of the drag force with the relative velocity of the fragment to the surrounding environment provides the drag-heating rate, thus

\[ m_i C_i \dot{\theta} = H_{i}^{drag} = \gamma \Psi_{i}^{drag} \cdot (v_i - v) = \gamma \frac{1}{2} \rho_a c_d \| v^f - v_i \| (v_i - v) A_i \cdot (v_i - v) = \gamma \frac{1}{2} \rho_a c_d \| v^f - v_i \|^3 A_i, \] (2.3)

where \( 0 \leq \gamma \leq 1 \) is the frictional heating efficiency. If one then includes convective and radiative cooling, this yields

\[ m_i C_i \dot{\theta} = H_{i}^{tot} = H_{i}^{conv} + H_{i}^{drag} + H_{i}^{rad} = h_i (\theta_c - \theta_i) A_i + \gamma \frac{1}{2} \rho_a c_d \| v^f - v_i \|^3 A_i + \epsilon_i B (\theta_i^4 - \theta^4) A_i, \] (2.4)
where \( 0 \leq \epsilon_i \leq 1 \) is the radiative efficiency, \( B = 5.670374 \times 10^{-8} \text{Wm}^{-2}\text{K}^{-4} \) is the Stefan–Boltzmann constant and \( A_i^f = 4\pi R_i^2 \) is the radiative surface area. The effect of drag heating can be important for extremely fast moving particles in viscous environments and is less important in lower velocity scenarios.

### 2.2. Characterization of the drag coefficient

To accurately account for the effects of drag, we employ an empirical drag coefficient that varies with Reynolds number (Chow [30]):

- For \( 0 < \text{Re} \leq 1 \), \( c_d = \frac{24}{\text{Re}} \),
- For \( 1 < \text{Re} \leq 400 \), \( c_d = \frac{24}{\text{Re}^{0.4275}} \),
- For \( 400 < \text{Re} \leq 3 \times 10^5 \), \( c_d = 0.5 \),
- For \( 3 \times 10^5 < \text{Re} \leq 2 \times 10^6 \), \( c_d = 0.000366 \text{Re}^{0.4275} \),
- For \( 2 \times 10^6 < \text{Re} < \infty \), \( c_d = 0.18 \),

where the local Reynolds number for a fragment is \( \text{Re} \) defined as \( \frac{2\rho_a \|v_f - v_i\|}{\mu_f} \) and \( \mu_f \) is the fluid viscosity.

#### Remark 2.

This piecewise drag law is essentially a curve-fit of extensive data from Schlichting [31]. In the low Reynolds number limit, a Stokesian model is most appropriate — this is captured by the piecewise drag law since

\[
\Psi_{\text{drag,Stokesian}}^i = c_d(\|v_f - v_i\|) = \mu_f 6\pi R_i (v_f - v_i) = \frac{1}{2} \rho_a c_d \|v_f - v_i\|(v_f - v_i) A_i = \Psi_{\text{drag}}^i
\]

when \( 0 < \text{Re} \leq 1 \), \( c_d = \frac{24}{\text{Re}} \).

### 2.3. More accurate characterization of the heat transfer coefficient

To extend the constant convection coefficient to more realistic regimes, we consider the well-known heat transfer relation relating the Nusselt number, which is the ratio between the heat transfer of convection to heat transfer of conduction

\[
\text{Nu} \overset{\text{def}}{=} \frac{hL}{K} \Rightarrow h = \frac{\text{Nu}K}{L},
\]

where \( h \) is the convection coefficient, \( L = 2R \) is the length scale and \( K \) is the fluid conductivity, to the Reynolds number

\[
\text{Re} \overset{\text{def}}{=} \frac{\rho 2R \|v_f - v_i\|}{\mu},
\]

and Prandtl number

\[
\text{Pr} \overset{\text{def}}{=} \frac{C\mu}{K},
\]

which reads as (Whitaker [32])

\[
\text{Nu} \approx 2 + (0.4 \text{Re}^{1/2} + 0.06 \text{Re}^{2/3}) \text{Pr}^{0.4}(\frac{\mu}{\mu_s})^{0.25},
\]

where \( C \) is the heat capacity of the fluid, \( \mu \) is the surrounding fluid viscosity and \( \mu_s \) is the viscosity of the fluid at the surface. In the analysis to follow, we assume \( \mu_s \approx \mu \).

### 2.4. System discretization

The governing equation, with variable drag and gravity included is

\[
m_i \dot{v}_i = \Psi_{\text{drag}}^i + \Psi_{\text{grav}}^i = \frac{1}{2} \rho_a c_d \|v_f - v_i\|(v_f - v_i) A_i + m_i g,
\]

---

1 The viscosity coefficient for air is \( \mu_f = 0.000018 \text{ Pa/s} \).
which we must integrate the governing equations numerically, for example using an explicit Euler scheme:
\[
v_i(t + \Delta t) = v_i(t) + \frac{\Delta t}{m_i} \left( \Psi_i^{\text{drag}}(t) + \Psi_i^{\text{grav}}(t) \right).
\]
For the temperature
\[
\theta_i(t + \Delta t) = \theta_i(t) + \frac{1}{m_i C_i} \int_{t}^{t+\Delta t} \left( H_i^{\text{drag}}(t) + H_i^{\text{conv}}(t) + H_i^{\text{rad}}(t) \right) dt \\
\approx \theta_i(t) + \frac{\Delta t}{m_i C_i} \left( H_i^{\text{drag}}(t) + H_i^{\text{conv}}(t) + H_i^{\text{rad}}(t) \right).
\]

The solution procedure is straightforward. At a given time step:

- **STEP 1**: Update the velocities
  \[
v_i(t + \Delta t) = v_i(t) + \frac{\Delta t}{m_i} \left( \Psi_i^{\text{drag}}(t) + \Psi_i^{\text{grav}}(t) \right)
  \]
  and positions
  \[
r_i(t + \Delta t) = r_i(t) + v_i(t) \Delta t.
  \]
- **STEP 2**: Update the temperature from the energy balance yielding
  \[
  \theta_i(t + \Delta t) = \theta_i(t) + \frac{\Delta t}{m_i C_i} \left( H_i^{\text{drag}}(t) + H_i^{\text{conv}}(t) + H_i^{\text{rad}}(t) \right).
  \]
- **STEP 3**: Repeat STEPS 1–2 for each particle.
- **STEP 4**: Go to the next time-step.

Numerical simulations using this algorithm for scenarios involving explosions can be found in Zohdi [29] and Zohdi and Cabalo [33]. In Zohdi and Cabalo [33], a systematic study of an explosive device was considered combining the results from a set of full scale field experiments with high explosives and ballistic gelatin and reduced order fragment tracking models, similar to those presented in this section, neglecting the interaction between the shock wave and the packed fragments and any chemical aspects.\(^2\) There were extremely close matches between experiments and numerics, indicating that it is likely that a drag-based particle noninteraction model is appropriate.\(^3\)

We emphasize that there are different ways for hot particles to be generated. One way is by power line (generally aluminum or copper) interactions in high-winds (referred to as buffeting or galloping) which arc or clash (Pleasance and Hart [15], Russell et al. [41] and Blackburn [42]). In such situations, metal fragments may be produced and ejected from the arcing location (Pagni [43], Gilbert [44], Maraghides and Mell [45] and Ramljak et al. [12] and Pleasance and Hart [15]). We now extend the model (COMPONENT 2) to include secondary fires due to a combustible terrain.

3. **COMPONENT 2**: Submodel extension to propagation of "secondary" fires and ember flow

To enhance the model in COMPONENT 1, a topographical “submodel” of combustible (fuel) material (and possible firebreaks) is generated (explained shortly). Across the topography, embers that make contact are allowed to start secondary fires, if conditions are appropriate, combined with a burn rate “submodel” for generating new embers, new updrafts due to hot air, etc. Accordingly, we consider the additional components for “COMPONENT 1” model now.

3.1. Topography

We now consider a combustible terrain of varying combustability. This is achieved by assigning the topography a varying combustability index, \(0 \leq b(x) \leq 1\), which is the initial amount of burnable mass at that location, shown here by blocks of varying sizes, placed on a partitioning of the surface topography (Fig. 6). Connecting this feature

\(^2\) For shock analyses, see, for example, Hoover and Hoover [34], Gregoire et al. [35], Kudryashova et al. [36], Cabalo et al. [37,38].

\(^3\) One conclusion from these experiments was that aerosols generated from a blast containing toxic materials cannot be assumed to be inactivated by the blast itself, which is consistent with findings of Eshkol and Katz [39], and Kanemitsu [40], where Hepatitis B from a suicide bomber was transmitted to survivors of the blast.
to COMPONENT 1 is straightforward. At a given time step:

- **STEP 1:** Update the velocities and positions of embers.
- **STEP 2:** Update the temperature from the energy balance.
- **STEP 3:** Repeat STEPS 1–2 for each particle.
- **STEP 4:** Check all combustion zones for possible ignition (details shortly).
- **STEP 6:** For combustion zones, compute mass burned and new particle generation (details shortly).
- **STEP 7:** Go to the next time-step.

**Remark 3.** In this submodel, the propagation is skewed to be downwind. In addition to airborne propagation, there is ground-level propagation that is influenced by ambient wind velocities (Fig. 7). We now discuss this in more depth.

### 3.2. Submodels for ember flow

As before for the fragments, similarly for the particulate embers, the equation of motion for the $i$th ember in the system is, however, with variable mass:

$$
\frac{d}{dt}(m_i v_i) = \dot{m}_i v_i + m_i \ddot{v}_i = \Psi_{i}^{\text{tot}} = \Psi_{i}^{\text{grav}} + \Psi_{i}^{\text{drag}} + \Psi_{i}^{\text{up}},
$$

(3.1)

where $\Psi_{i}^{\text{up}}$ is updraft force. For the thermodynamics we have

$$
\frac{d}{dt}(m_i C_i(\theta_i - \theta_o)) = \dot{m}_i C_i(\theta_i - \theta_o) + m_i \dot{C}_i(\theta_i - \theta_o) + m_i C_i \dot{\theta}_i = \mathcal{H}_{i}^{\text{tot}} = \mathcal{H}_{i}^{\text{rad}} + \mathcal{H}_{i}^{\text{conv}} + \mathcal{H}_{i}^{\text{drag}}.
$$

(3.2)

### 3.3. Further augmentation to the ember-flow model

The mass of burning particles and ground fuels involve rate equations. For illustration purposes, we employ simple ones which involve burning/no burning cut-offs.

#### 3.3.1. Mass of a burning particle

The mass of a burning particle involves a rate equation:

$$
\dot{m}_i = \xi_i f(\theta_i, \theta_b),
$$

(3.3)

where $\xi_i$ is a burning rate parameter for particle $i$ and the cut-off function $f$ is given by:

$$
\text{If } \theta_i > \theta_b \Rightarrow f(\theta_i, \theta_b) = 1
$$

(3.4)

and

$$
\text{If } \theta_i \leq \theta_b \Rightarrow f(\theta_i, \theta_b) = 0.
$$

(3.5)

#### 3.3.2. The updraft parameter

As the particle burns, there is also a localized updraft, which we can model by an updraft parameter that is activated if the particle is burning:

$$
\Psi_{i}^{\text{up}} = m_i \eta_i f(\theta_i, \theta_b),
$$

(3.6)

where $\eta_i$ is an updraft parameter representing the amount of lift due to hot gases from the burning particle.
3.4. The topographical “block” burning

The ground topography can burn in three ways: (1) ground spread, (2) airborne embers or (3) a combination of ground spread and airborne embers (Fig. 8). For ground-based ignition the following condition must hold

\[ \mathbf{v}^e \cdot \mathbf{n}_{I \rightarrow J} \geq 0, \]  

(3.7)

for ground-level “lower” burning to spread to a neighboring block/cell. For airborne ignition the following condition must hold for the \( i \)th burning particle and \( J \)th cell/block:

\[ |x_i(t) - x_J| \leq tol \text{ and } |y_i(t) - y_J| \leq tol \]  

(3.8)

and it must be below a certain height,

\[ z_i(t) \leq z_J. \]  

(3.9)

The ground block/cell mass burning is given by

\[ \dot{M}_I = \beta_I \zeta_I \]  

(3.10)

where \( \beta_I \) is the rate of burning, and \( \zeta_I \) is an “evolutionary” cut-off function that evolves from 0 to 1, governed by (until the mass burned is exhausted, determined by the starting mass, which is the “combustibility index” \( b \), introduced earlier):

- If ground ignition has been initiated
  \[ \dot{\zeta}_I = \lambda_g, \]  
  (3.11)
  where \( \lambda_g \) is a rate parameter for ground-initiated burning.

- If air ignition has been initiated
  \[ \dot{\zeta}_I = \lambda_a \]  
  (3.12)
  where \( \lambda_a \) is a rate parameter for airborne-initiated burning.

- If ground and air ignition have been initiated
  \[ \dot{\zeta}_I = \lambda_g + \lambda_a. \]  
  (3.13)

- If neither ground and air ignition have been initiated
  \[ \dot{\zeta}_I = 0. \]  
  (3.14)

- The cut-off has a maximum of \( \zeta_I = 1 \)
  \[ \text{If } \zeta_I \geq 1 \Rightarrow \zeta_I = 1. \]  
  (3.15)

3.5. System discretization

The governing equation, with variable drag and gravity included is

\[ \frac{d}{dt} (m_i \mathbf{v}_i) = \dot{m}_i \mathbf{v}_i + m_i \mathbf{\dot{v}}_i = \mathbf{\Psi}_{i}^{\text{tot}} = \mathbf{\Psi}_{i}^{\text{grav}} + \mathbf{\Psi}_{i}^{\text{drag}} + \mathbf{\Psi}_{i}^{\text{up}}. \]  

(3.16)
which we integrate numerically, using an explicit Euler scheme:

\[ v_i(t + \Delta t) = v_i(t) + \int_t^{t+\Delta t} \frac{1}{m_i} \left( \Psi_i^{drag}(t) + \Psi_i^{grav}(t) + \Psi_i^{up}(t) - \dot{m}_i v_i \right) dt. \]  \hspace{1cm} (3.17)

Similarly, for the temperature

\[ \theta_i(t + \Delta t) = \theta_i(t) + \int_t^{t+\Delta t} \frac{1}{m_i C_i} \left( \mathcal{H}_i^{drag} + \mathcal{H}_i^{conv} + \mathcal{H}_i^{rad} - \dot{m}_i C_i (\theta_i - \theta_o) - m_i \dot{C}_i (\theta_i - \theta_o) \right) dt. \]  \hspace{1cm} (3.18)

### 3.6. Algorithmic combination of COMPONENT 1 and COMPONENT 2 submodels

After assigning the topography a combustability index, \( 0 \leq b_T(x) \leq 1 \) (shown in Fig. 6), the solution procedure is straightforward. At a given time step:

- **STEP 1**: Update the velocities

\[ v_i(t + \Delta t) = v_i(t) + \int_t^{t+\Delta t} \frac{1}{m_i} \left( \Psi_i^{drag}(t) + \Psi_i^{grav}(t) + \Psi_i^{up}(t) - \dot{m}_i v_i \right) dt. \]  \hspace{1cm} (3.19)

and positions

\[ r_i(t + \Delta t) = r_i(t) + v_i(t) \Delta t. \]  \hspace{1cm} (3.20)

- **STEP 2**: Update the temperature from the energy balance yielding

\[ \theta_i(t + \Delta t) = \theta_i(t) + \int_t^{t+\Delta t} \frac{1}{m_i C_i} \left( \mathcal{H}_i^{drag} + \mathcal{H}_i^{conv} + \mathcal{H}_i^{rad} - \dot{m}_i C_i (\theta_i - \theta_o) - m_i \dot{C}_i (\theta_i - \theta_o) \right) dt. \]  \hspace{1cm} (3.21)

- **STEP 3**: Repeat STEPS 1–2 for each particle.
- **STEP 4**: Check all combustion zones for possible ignition.
- **STEP 6**: For combustion zones, compute mass burned and new particle generation.
- **STEP 7**: Go to the next time-step.

At every time step, each burning block is checked. If there is mass still available, then a representative particle is released. It is important to note that while the mass of the block is dictated by the burning block rate equation, the entire mass is not converted into a large number of particles — in order to make the computations manageable. In this model, every 0.05 s new particles were generated. As an example, the domain size was \(-0.5 \leq x \leq 15\) and \(-3 \leq y \leq 2.5\). 60 blocks were generated in the \(x\)-direction and 20 in the \(y\)-direction. Each block was given a random combustability index \((0 \leq b(x) \leq 1)\), which was the initial amount of burnable mass, shown in Fig. 9 by blocks of varying sizes. A complete simulation example is shown in Fig. 6. The fire was started at \((x, y) = (0, 2.5)\). With the chosen parameters, the results are shown in Figs. 9 and 10. The complete set of parameters are shown in the **Appendix**.

There are clearly many parameters, some of which are phenomenological. Modern real engineering solutions utilize a multitude of engineering tools

- Remote sensing, mapping, etc.
- Wireless communication, sensor technologies, data analytics, etc.
- Computer vision, infrared technologies, etc.
- Experiments: combustion, toxicology, etc. and
- Ground to air technologies, UAV’s, UGV’s, Robotics, etc.

The decisions needed to deploy and operate these tools optimally requires guidance from real-time modeling and simulation that the preceding model can provide, if the parameters are known. This requires that the model be adapted quickly, with input from surrounding observations. Models which attempt to include such data are classified as Data Assimilation Models, and the process of including data is a type of Machine-Learning-Algorithm. This typically requires an overlay of a “wrapper” around the simulator (such as the preceding model) to determine with parameter sets match the externally-observed data as closely as possible. This is essentially an inverse problem. Following Zohdi \([46,47]\), next we formulate the objective as a cost-function minimization problem, using Machine-Learning Algorithms and is referred to as “COMPONENT 3”.
Remark 4. In Zohdi [48,49], more detailed, computationally intensive models were developed to characterize the motion of small-scale particles embedded in a flowing fluid where the dynamics of the particles affects the dynamics of the fluid and vice-versa. That model is significantly more complex than the suite of models that will be used in the body of the upcoming work, primarily because of the incorporation of the Navier–Stokes equations. In such a framework, a fully implicit Finite-Difference discretization of the Navier–Stokes equations is used for the fluid and a direct particle-dynamics discretization is performed for the particles. Because of the large computational difficulty and expense of a conforming spatial discretization needed for large numbers of embedded particles, simplifying assumptions are made for the coupling, based on semi-analytical computation of drag-coefficients, which allows for the use of coarser meshes. Even after these simplifications, the particle–fluid system is strongly-coupled. The approach taken in that work was to construct a sub-model for each primary physical process. In order to resolve
the coupling, a recursive staggering scheme was constructed, which was built on works found in Zohdi [46,47,50]. The procedure was as follows (at a given time increment): (1) each submodel equation (fluid or particle-system) is solved individually, “freezing” the other (coupled) fields in the system, allowing only the primary field to be active, (2) after the solution of each submodel, the associated field variable was updated, and the next submodel was solved and (3) the process is then repeated, until convergence. The time-steps are adjusted to control the rates of convergence, which is dictated by changes in the overall physics. Specifically, the approach was a staggered implicit time-stepping scheme, with an internal recursion that automatically adapted the time-step sizes to control the rates of convergence within a time-step. If the process did not converge (below an error tolerance) within a preset number of iterations, the time-step was adapted (reduced) by utilizing an estimate of the spectral radius of the coupled system. The developed approach can be incorporated within any standard computational fluid mechanics code based on finite difference, finite element, finite volume or discrete/particle element discretization (see Labra
Fig. 11. LEFT: Fire simulation populations: the key is an algorithm that can test thousands of scenarios and then to select the one that best fits all available data. RIGHT: The basic action of a MLA/GA-Machine Learning Algorithm/Genetic Algorithm.

and Onate [51], Onate et al. [52,53], Rojek et al. [54] and Avci and Wriggers [55]). However, while useful in many industrial applications where high precision is required, the use of such a model for the coarser applications of interest in this work is unwarranted.


4.1. Basic Machine-Learning for parameter estimation

The speed at which this type of simulation can be completed allows one to answer the inverse question of what the combination of parameters should be for an experimentally-observed result (Figs. 11 and 12). In order to cast the objective mathematically, we set the problem up as a Machine Learning Algorithm (MLA); specifically a Genetic Algorithm (GA) variant. Following Zohdi [46,47], we formulate the objective as a cost function minimization problem whereby simulation parameters are adjusted to match observations as closely as possible:

$$
\Pi(\lambda_1, \ldots, \lambda_{14}) = w_1|1 - \frac{A_b}{A^*}| + w_2|(1 - \frac{T_b}{T^*})|,
$$

(4.1)

where $A_b$ represents the percent area burned, target percent area $A^*$ burned, $0 \leq T_b \leq 1$ represents the time for this event to occur and $T^*$ represents target simulation time. Also, we add a penalty that if all of the target area is not burned, that $T^* = P \gg T_b$. This forces the function only to register a differentiating value of $T^*$ if the event burns everything in an extremely small time — i.e. a catastrophe:

• Specifying the observed topographical areas that are burning for a given initial condition — for example for a controlled burn.
• Determining topographical areas that are burning for a given initial condition — for a trial set of parameters.
• Determining the difference between the observed and generated results.
• Systematically minimize Eq. (4.1), $\min \Pi$, by varying the design parameters: $\Lambda^d = \{\Lambda_1, \Lambda_2, \Lambda_3, \Lambda_4, \ldots, \Lambda_N\}$ where $\Lambda^d_{\text{def}} = \{\text{thermal, flow, ignition parameters, \ldots}\}$.
• The system parameter search is conducted within the constrained ranges of $A_1^{(-)} \leq \Lambda_1 \leq A_1^{(+)}$, $A_2^{(-)} \leq \Lambda_2 \leq A_2^{(+)}$ and $A_3^{(-)} \leq \Lambda_3 \leq A_3^{(+)}$, etc. These upper and lower limits would, in general, be dictated by what is physically feasible.

4.2. System parameter search: Machine Learning Algorithm (MLA)

Here we follow Zohdi [46,47,50] in order to minimize Eq. (4.1), which we will refer to as a “cost function”. Cost functions such as Eq. (4.1) are nonconvex in design parameter space and often nonsmooth. Their minimization is usually difficult with direct application of gradient methods. This motivates noderivative search methods, for example those found in Machine Learning Algorithms (MLA’s). One of the most basic subset of MLA’s are so-called Genetic Algorithms (GA’s). Typically, one will use a GA first in order to isolate multiple local minima, and then use a gradient based algorithm in these locally convex regions or reset the GA to concentrate its search over these more constrained regions. GA’s are typically the simplest scheme to start the analysis, and one can, of course, use more sophisticated methods if warranted. For a review of GA’s, see the pioneering work of John Holland (Holland [56]), as well as Goldberg [57], Davis [58], Onwubiko [59], Lagaros et al. [60], Papadrakakis et al. [61–64] and Goldberg and Deb [65].
4.2.1. Generalities

The MLA/GA approach is extremely well-suited for nonconvex, nonsmooth, multicomponent, multistage systems and, broadly speaking, involves the following essential concepts:

1. **POPULATION GENERATION:** Generate a parameter population of genetic strings: $\Lambda^i$
2. **PERFORMANCE EVALUATION:** Compute performance of each genetic string: $\Pi(\Lambda^i)$
3. **RANK STRINGS:** Rank them $\Lambda^i$, $i = 1, \ldots, N$
4. **MATING PROCESS:** Mate pairs/produce offspring
5. **GENE ELIMINATION:** Eliminate poorly performing genetic strings
6. **POPULATION REGENERATION:** Repeat process with updated gene pool and new random genetic strings
7. **SOLUTION POST-PROCESSING:** Employ gradient-based methods afterwards in local “valleys” — if smooth enough

4.2.2. Specifics

Following Zohdi [46, 47, 50] the algorithm is as follows:

- **STEP 1:** Randomly generate a population of $S$ starting genetic strings, $\Lambda^i$, ($i = 1, 2, 3, \ldots, S$) : $\Lambda^i \stackrel{\text{def}}{=} \{A^i_1, A^i_2, A^i_3, A^i_4, \ldots, A^i_N\}$
- **STEP 2:** Compute fitness of each string $\Pi(\Lambda^i)$, ($i = 1, \ldots, S$)
- **STEP 3:** Rank genetic strings: $\Lambda^i$, ($i = 1, \ldots, S$)
- **STEP 4:** Mate nearest pairs and produce two offspring, ($i = 1, \ldots, S$)
  
  $\lambda^i \stackrel{\text{def}}{=} \phi^{(i)} \Lambda^i + (1 - \phi^{(i)}) \Lambda^{i+1}, \lambda^{i+1} \stackrel{\text{def}}{=} \phi^{(i)} \Lambda^i + (1 - \phi^{(i)}) \Lambda^{i+1}$

- **STEP 5:** Eliminate the bottom $M < S$ strings and keep top $K < N$ parents and top $K$ offspring ($K$ offspring$+K$ parents$+M = S$)
- **STEP 6:** Repeat STEPS 1–6 with top gene pool ($K$ offspring and $K$ parents), plus $M$ new, randomly generated, strings
- **NOTE:** $\phi^{(i)}$ and $\phi^{(i)}$ are random numbers, such that $0 \leq \phi^{(i)} \leq 1$, $0 \leq \phi^{(i)} \leq 1$, which are different for each component of each genetic string
- **OPTION:** Rescale and restart search around best performing parameter set every few generations

**Remark 5.** If one selects the mating parameter $\phi$ to be greater than one and/or less than zero, one can induce “mutations”, i.e. characteristics that neither parent possesses. However, this is somewhat redundant with introduction of new random members of the population in the current algorithm.

**Remark 6.** If one does not retain the parents in the algorithm above, it is possible that inferior performing offspring may replace superior parents. Thus, top parents should be kept for the next generation. This guarantees a monotone reduction in the cost function. Furthermore, retained parents do not need to be re-evaluated — making the algorithm less computationally less expensive, since these parameter sets do not have to be reevaluated (or ranked) in the next generation. Numerous studies of the author have shown that advantages of parent retention outweighs inbreeding, for sufficiently large population sizes. Finally, we remark that this algorithm is easily parallelizable.
Fig. 13. The reduction of the cost function for the 14 parameter set. This cost function represents the percentage of unburned material left in the zone of interest. In other words, the system is being driven to the parameters generating the worst case scenario. THE OBJECTIVE FUNCTION ($\Pi$). Machine learning output, generation after generation. Shown are the best performing gene (design parameter set, in red) as a function of successive generations, as well as the average performance of the entire population of the genes (designs, in green). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Remark 7. After application of such a global search algorithm, one can apply a gradient-based method, if the objective function is sufficiently smooth in that region of the parameter space. In other words, if one has located a convex portion of the parameter space with a global genetic search, one can employ gradient-based procedures locally to minimize the objective function further, since they are generally much more efficient for convex optimization of smooth functions. An exhaustive review of these methods can be found in the texts of Luenberger [66] and Gill, Murray and Wright [67].

4.3. Model problem

We applied the MLA algorithm, with the following design objectives (Fig. 12)

- Target area burned: $A^* = 0.5$,
- Time to burn: $T^* = 2.5 \text{ s}$ and
- Design weights: $w_1$ and $w_2 = 1$.

Fig. 13 shows the reduction of the cost function for the 14 parameter set. This cost function $\Pi$ represents the percentage of unburned material left in the zone of interest. In other words, the system is being driven to the parameters generating the worst case scenario. Shown are the best performing gene (design parameter set, in red) as a function of successive generations, as well as the average performance of the entire population of the genes (designs, in green). The design parameters $\Lambda = \{\Lambda_1, \Lambda_2, \ldots, \Lambda_N\}$ and their respective search intervals are shown in the Appendix and optimized over the search intervals (14 variables): $\Lambda^*_i \leq \Lambda_i \leq \Lambda^+_i$, $i = 1, 2, \ldots, 14$. We used the following MLA settings:

- Number of design variables: 14,
- Population size per generation: 20,
- Number of parents to keep in each generation: 4,
- Number of children created in each generation: 4,
- Number of completely new genes created in each generation: 12
## Table 1
The top system parameter performers ($A_1$–$A_{10}$).

<p>| | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>$A_2$</td>
<td>$A_3$</td>
<td>$A_4$</td>
<td>$A_5$</td>
<td>$A_6$</td>
<td>$A_7$</td>
<td>$A_8$</td>
<td>$A_9$</td>
<td>$A_{10}$</td>
<td>$\Pi$</td>
</tr>
<tr>
<td>2.130</td>
<td>4.503</td>
<td>0.6555</td>
<td>0.6186</td>
<td>4.9646</td>
<td>4.7647</td>
<td>-2.8567</td>
<td>0.5273</td>
<td>0.05074</td>
<td>0.06525</td>
<td></td>
</tr>
</tbody>
</table>

## Table 2
The top system parameter performers ($A_{11}$–$A_{14}$).

|   |   |   |   |   |
|---|---|---|---|
| $A_{11}$ | $A_{12}$ | $A_{13}$ | $A_{14}$ | $\Pi$ |
| 0.61940293 | 0.23350003 | 6.54833116 | 7.37862970 | 0.06525 |

- Number of generations for readaptation around a new search interval: 10 and
- Number of generations: 100.

The algorithm was automatically reset every 10 generations. The entire 100 generation simulation, with 20 genes per evaluation (2000 total designs) took on the order of 3–4 min on a laptop, making it ideal as a design tool. Fig. 13 (average top four genes performance and top gene performance) and Tables 1–2 (values of the gene components) illustrate the results. The MLA/GA is able to home in on a variety of possible parameter sets, including the one corresponding to the original set of parameters that generated the observations and alternatives that achieve virtually the same results. This allows system designers more flexibility in parameter selection. We note that, for a given set of parameters, a complete simulation takes on the order of 0.1 s, thus over 36,000 parameter sets can be evaluated in an hour, without even exploiting the inherent parallelism of the MLA/GA.

## 5. Summary
In this work, we focused on the development of a fast and adaptive computational framework for fire modeling that can be potentially integrated with firefighting tools. As an example of the framework, we developed a multicomponent system comprised of relatively simple submodels. The aggregate system response was complex, with system parameters identified by a Machine-Learning Algorithm. This paradigm can be extended to other types of fire models that are in current use. For example, a notable system in use for fire propagation is FARSITE (https://www.firelab.org/project/farsite), which was developed over several years using empirical data to characterize fire behavior over 2D terrain and is based on Rothermel’s spread model and subsequent extensions (see Finney [68] and Andrews [69] for comprehensive reviews). The empirical basis for a such model is somewhat limited and its utility for fire scenarios depends heavily on the expertise of the fire behavior analyst operating the model. Oftentimes, fuel and wind speed factors are adjusted in real time to improve fire behavior predictions — this task is ideal for MLA’s and the framework developed in this paper. More recently, physics-based fire models like FIRETEC (https://www.frames.gov/firetec/home) have been developed at Los Alamos National Laboratory (LANL) by coupling a physics-based fire/atmosphere models and high fidelity computational fluid dynamics (CFD) to simulate 3D fire/wind/fuel/terrain interaction. However, running FIRETEC requires the use of significant computing power such as those available at national laboratories. While FIRETEC has proven to be a valuable tool for studying wildfire behavior and gaining understanding of the ways that physical processes connect wildfires to their environment, it is too computationally expensive for real time use. Thus, QUIC-FIRE (Goodrick et al. [70]) was developed at LANL to allow faster turnaround of fire modeling using a cellular automata-based approach to approximate the CFD calculations. In addition to real time decision support, QUIC-FIRE was developed with the intention of enabling ensemble-simulation-based forecasts to capture the probabilistic nature of fire events, ultimately employing MLAs. Other computationally-oriented codes include, the Fire Dynamics Simulation (FDS, from NIST) https://pases.nist.gov/fds-smv/ and WRF-FIRE (from NCAR) https://www.openwfm.org/wiki/WRF-Fire, etc. The framework presented in this paper has potential utility for all of the above models and systems. A key objective is to develop paradigms that provide accurate and real-time feedback to deployed firefighters, harmoniously incorporating rapid data collection from satellites, UAVs, social media, etc. A core issue for any simulation method is the ability to adapt to rapid changes in the environment, autonomously modifying tasks and relationships with other systems. Autonomous capabilities are critical for operations involving large distances, resulting communication delays and the lack of 24/7 connectivity (i.e. limited ground stations, telemetry, command networks, etc.). These scenarios
make demands that are beyond human reaction/decision times. To bridge this gap, further development of robust
UAVs for firefighting, including integrated multi-UAV data gathering technologies is needed. The author is actively
working in this domain. For more details, we refer the reader to Zohdi [71].

Appendix. Parameters needed in the simulations

A.1. Generic simulation parameters

- The total simulation time: \( T = 5 \) s,
- The time step size: \( \Delta t = 0.025 \) s,
- The ground-ignition rate: \( \lambda_a = a \Delta t = 5 \) s, \( a = 100 \),
- The air-ignition rate: \( \lambda_a = c \Delta t = 10 \) s, \( c = 200 \),
- Ground temperature when burning, \( \theta_h = 1500 \) K,
- Temperature of the immediate burning surrounding, \( \theta_f = 1500 \) K,
- Temperature at which an ember will ignite the ground topography, \( \theta_e = 1100 \) K,
- Mass burning rate of a particle, \( \dot{m}_i, \dot{m}_f = \xi_i f(\theta_i, \theta_h) \),
- The updraft parameter, \( \eta_i, \eta_f = 0.9 \),
- The block ground burn rate \( \dot{m}_{bl} = \beta_{bl} \eta_f \), \( 0.015 \leq \beta_{bl} \leq 0.15 \),
- The nominal wind \( x \)-velocity \( v_{wx} = 1.5 \),
- The nominal wind \( y \)-velocity \( v_{wy} = -0.25 \),
- The \( (\bar{z} = 0) \) updraft velocity \( v_{ac}(\bar{z} = 0) = 0.1 \),
- The starting block material available to burn \( 0 \leq b_t \leq 1 \),
- The radiative efficiency, \( \epsilon = 0.5 \).

A.2. MLA/GA design variables and their search intervals

- The ground-ignition rate: \( \lambda_a = a \Delta t = 0.01 \) s, \( 0 \leq a \leq 100 \),
- The air-ignition rate: \( \lambda_a = c \Delta t = 0.01 \) s, \( 0 \leq c \leq 200 \),
- Vertical thermal decay: \( \theta^e(x, y, z) = \theta_{fire} e^{-d_\theta \bar{z}} \), \( 0.1 \leq d_\theta \leq 1 \),
- The updraft parameter, \( 0 \leq \eta_i \leq 20 \),
- The mass burning rate, \( 0.00001 \leq \xi_i \leq 0.0001 \),
- The nominal wind \( x \)-velocity \( 0 \leq v_{wx} \leq 5 \),
- The nominal wind \( y \)-velocity \( -5 \leq v_{wy} \leq 0 \),
- The \( (\bar{z} = 0) \) updraft velocity \( 0.01 \leq v_{ac}(\bar{z} = 0) \leq 0.1 \),
- The block ground burn rate \( \dot{m}_{bl} = \beta_{bl} \eta_f \), \( 0.015 \leq \beta_{bl} \leq 0.15 \),
- The starting block material available to burn \( 0.1 \leq b_t \leq 1 \),
- The radiative efficiency, \( 0.05 \leq \epsilon \leq 0.5 \),
- The starting \( x \) position of the firebreak, \( 6 \leq x \leq 7 \),
- The ending \( x \) position of the firebreak, \( 7 \leq x \leq 8 \).
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