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Abstract

This work addresses the impact and deposition of charged “cluster-droplets”, comprised of particulates, on electrified surfaces. A direct numerical method is developed, based on an implicit, staggered, time-stepping scheme which separates the impulsive and continuous forces between particles, in conjunction with an iterative solution method that automatically adapts the time-step sizes to control the rates of convergence within a time-step. This approach is used to investigate the post-impact structure of charged particulate cluster-droplets. Particulate cluster-droplet impact has wide-ranging application to areas such as inkjet printing, sprays, coatings, etc. A series of numerical examples are provided, where we investigate the effect of progressively increasing the electric field strength on the impacted substrate, leading to a more coherent cluster deposition. An analysis is also provided for the interaction of charged cluster-droplets with electromagnetic fields.

1. Introduction

The focus of this work is the numerical simulation of the dynamics of collections of charged particles, initially in the form of “cluster-droplets”, and the resulting impact behavior of such clusters on electrified surfaces. An overall model, amenable to numerical simulation, is constructed by assembling submodels of the multistage physical events in order to form a system that is solved numerically, in a staggered manner. Specifically, a numerical strategy is developed whereby the dynamics of charged particles, accounting for their collisions, inter-particle near-fields, interaction with external electromagnetic fields are all computed implicitly in an iterative, modular, manner. The numerical approach is based on an implicit, staggered, time-stepping scheme that separates the impulsive and continuous forces between particles, in conjunction with an iterative solution method that automatically adapts the time step sizes to control the rates of convergence within the time step.

The coherency of an impacting cluster-droplet is of particular interest, and has wide-ranging application to inkjet printing, sprays, coatings, etc. A central issue is the determination of the electrical field strength on the surface, which leads to a coherent droplet deposition, versus a droplet that will break apart. The present analysis is partially motivated by coating technologies (for example epitaxy and electrostatic painting) that ionize particulates and electrify surfaces to capture the particles, in order to enhance the quality of coating. Relative to a charge-free and electric-field-free system, the resulting coatings can be more accurately controlled, provided the system parameters are appropriately set. The presentation is broken into three main parts: (1) modeling of large aggregates of particles forming a cluster-droplet, (2) numerical methods for a collection of charged particles and (3) numerical examples of cluster-surface impact.
Remarks. The presented work is motivated by the industrial need for numerical simulation of a variety of coating deposition techniques that employ aspects of charged-particles and electromagnetic fields. The particles are endowed with charges through a variety of possible methods, such as: (1) Post-atomization charging—whereby the particles come into contact with an electrostatic field (produced by electrostatic induction or by electrodes) downstream of the outlet nozzle, (2) Direct charging—whereby an electrode is immersed in the coating supply and (3) Tribological charging—whereby the friction in the nozzle induces an electrostatic charge on the particles as they rub the surface. There are a large variety of industrial deposition techniques, and we refer the reader to the surveys of the state of the art found in Martin [31,32]. Beyond the previously mentioned applications, there are a variety of other areas where cluster of particulates arise, such as small-scale manufacturing processes (see, for example, Luo and Dornfeld [27–30], Arbelaez et al. [1,2], Ciampini et al. [6,7], Gomes-Ferreira et al. [20], Ghobeity et al. [16,17], Choi et al. [3–5] and Demko et al. [8]). Improper handling of these clusters can lead to manufacturing inconsistencies/variability which can strongly affect the overall product quality, in particular if the manufactured devices have small dimensions. For a review of the effects of clusters on the macroscale material properties of solids that contain them, see Torquato [42], as well as Ghosh et al. [18] for domain partitioning methods that are capable of handling materials with general nonuniform microstructure.

2. Multiple particulate systems in the presence of near-fields

As mentioned in the introduction, we are concerned with the dynamics of charged cluster-droplets, formed by groups of particulates, when they impact a surface possessing an electric field. In particular, the coherency of the resulting impacted cluster-droplet is of interest (Fig. 1). For a droplet comprised of multiple interacting particles, we must resort to numerical procedures. The objects in the system are assumed to be small enough to be considered (idealized) as particles, spherical in shape, and that the effects of their rotation with respect to their mass center is unimportant to their overall motion.

We consider a group of non-intersecting particles ($N_p$ in total) and build on the previous works of Zohdi [47–54]. The equation of motion for the $i$th particle in a flow is

$$m_i \ddot{r}_i = \Psi_i^{\text{tot}}(r_1, r_2, \ldots, r_N_p) = \Psi_i^{\text{nf}} + \Psi_i^{\text{con}} + \Psi_i^{\text{fri}} + \Psi_i^{\text{env}},$$

(2.1)

where $r_i$ is the position vector of the $i$th particle and where $\Psi_i^{\text{tot}}$ represents all forces acting on particle $i$, which is decomposed into the sum of forces due to near-field interaction, $\Psi_i^{\text{nf}}$, where we use a simple empirical interaction law that is of the form:

$$\Psi_i^{\text{nf}} = \sum_{j \neq i}^{N_p} \left( \frac{\kappa_{1ij}||r_i - r_j||^{-\beta_1} - \kappa_{2ij}||r_i - r_j||^{-\beta_2}}{\text{attraction}} \right. \left. - \frac{\kappa_{2ij}||r_i - r_j||^{-\beta_2}}{\text{repulsion}} \right) \hat{n}_{ij}.$$

(2.2)

![Fig. 1. Particulate cluster-droplet behavior as a function of the surface (attractive) electric field.](image-url)
where the $x$'s and $y$'s are empirical material parameters and $n_{ij}$ is the normal direction, determined by the difference in the position vectors of the particles' centers, defined by

$$n_{ij} \triangleq \frac{r_j - r_i}{|r_j - r_i|},$$

(2.3)

where $|r_i - r_j|$ is the separation distance between particle $i$ (located at $r_i$) and $j$ (located at $r_j$) and $\cdot$ represents the Euclidean norm in $R^3$. We note that there are a variety of possible interparticle near-field representations for charged particles, such as Eq. 2.2. We refer the reader to Frenklach and Carmer [15], Haile [24], Hase [23], Rapaport [34], Torquato [43], Rechtsman et al. [35,36] and Zohdi [47–54] for overviews of the various representations for particle interaction, such as those based on the familiar Mie, Lennard–Jones, and Morse potentials (see Moelwyn-Hughes [33] for reviews). Also, three-body terms can be introduced directly into the inter-particle interaction (Stillinger[38]) or via term-wise modifications to the two-body representations (Tersoff [41]). The external electromagnetic fields are accounted via $E^{\text{ext}}$ and $B^{\text{ext}}$, where $q_i$ is the effective (overall) charge of the particle $i$. $E^{\text{ext}}$ and $B^{\text{ext}}$ are externally-controlled fields that are independent of the response of the system. $E^{\text{ext}}$ and $B^{\text{ext}}$ can be considered as static (or extremely slowly-varying), and thus mutually uncoupled and independently controllable. The normal contact impulsive forces ($\Psi_t^{\text{imp}}$), frictional impulse forces ($\Psi_t^{\text{fric}}$) are discussed next.

**Remarks.** In order to motivate the near-field empirical interaction formulation, we recall that the force between two ions is given by (Coulomb’s law)

$$\Psi_{ij} = \frac{q_i q_j}{4\pi \epsilon |r_i - r_j|^2} n_{ij},$$

(2.4)

where $\Psi_{ij}$ is the force acting between the particles, $q_i$ is the charge of particle $i$, $q_j$ is the charge of particle $j$ and $\epsilon$ is the permittivity. Usually, one writes $\epsilon = \epsilon_0 \epsilon_r$, where $\epsilon_0 = 8.854 \times 10^{-12}$ F/m is the free space permittivity and $\epsilon_r$ is the relative permittivity or “dielectric” constant. For point charges of like sign, the Coulombic force is one of repulsion, while for opposite charges the force is attractive. When we consider particles that have been ionized, they are not a result of a single charge, but a collection of many ions that are tightly bound together, for example a positively-charged core of material with negative charged smaller-scale ions surrounding the core or vice versa, a negative core with positive ions surrounding the core. Of course, there can be many other possible positive–negative combinations. Theoretically speaking, Maxwell’s equations could be applied at the scale of each charged domain within a collection of charged particulates, however, the system of equations would become quite complex and enormous. For this reason, empirically-generated effective interaction laws for complex charged–particulate interaction, which possess attractive and repulsive components, are employed components. As indicated, the specific structure of the near-field interaction law chosen was only one of many possibilities to model near-field behavior. There are vast numbers of empirical representations, for example, found in the field of “Molecular Dynamics” (MD), which typically refers to mathematical models of systems of atoms or molecules where each atom (or molecule) is represented by a material point in $R^3$ and is treated as a point mass. The overall motion of such mass-point systems is dictated by Newtonian mechanics. For an extensive survey of MD-type interaction forces, which includes comparisons of the theoretical and computational properties of a variety of interaction laws, we refer the reader to Frenklach and Carmer [15].

### 3. Mechanical contact with near-field interaction

We consider cases where mechanical contact occurs between particles, in the presence of near-field interaction. A primary simplifying assumption is made: *the particles remain spherical after impact, i.e. any permanent deformation is considered negligible.*

#### 3.1. Contact and momentum exchange

Following Zohdi [48,50,54], for two colliding particles $i$ and $j$, normal to the line of impact, a balance of linear momentum relating the states before impact (time $= t$) and after impact (time $= t + \delta t$) reads as

$$m_i v_{in}(t) + m_j v_{jn}(t) + \int_t^{t+\delta t} E_i \cdot n_{ij} dt + \int_t^{t+\delta t} E_j \cdot n_{ij} dt = m_i v_{in}(t + \delta t) + m_j v_{jn}(t + \delta t), \quad (3.1)$$

where the subscript $n$ denotes the normal component of the velocity (along the line connecting particle centers) and the $E$'s represent all forces induced by near-field interaction with other particles, as well as all other external forces, if any, applied to the pair. If one isolates one of the members of the colliding pair, then

$$m_i v_{in}(t) + \int_t^{t+\delta t} l_i dt + \int_t^{t+\delta t} E_i \cdot n_{ij} dt = m_i v_{in}(t + \delta t),$$

(3.2)

where $\int_t^{t+\delta t} l_i dt$ is the total normal impulse due to impact. For a pair of particles undergoing impact, let us consider a decomposition of the collision event into a compression ($\delta t_1$) and recovery ($\delta t_2$) phase, i.e. $\delta t = \delta t_1 + \delta t_2$. Between the compression
and recovery phases, the particles achieve a common normal velocity, denoted \( v_{cn} \), at the intermediate time \( t + \delta t \). We may write for particle \( i \), along the normal, in the compression phase of impact

\[
m_i v_{in}(t) + \int_t^{t+\delta t} \left( \sum_{j} \mathbf{F}_{ij} \cdot \mathbf{n}_j \right) dt = m_i v_{cn},
\]

(3.3)

and in the recovery phase

\[
m_i v_{cn} + \int_t^{t+\delta t} \left( \sum_{j} \mathbf{F}_{ij} \cdot \mathbf{n}_j \right) dt = m_i v_{in}(t + \delta t).
\]

(3.4)

For the other particle \( (j) \), in the compression phase,

\[
m_j v_{jn}(t) - \int_t^{t+\delta t} \left( \sum_{i} \mathbf{F}_{ij} \cdot \mathbf{n}_i \right) dt = m_j v_{cn},
\]

(3.5)

and in the recovery phase

\[
m_j v_{cn} - \int_t^{t+\delta t} \left( \sum_{i} \mathbf{F}_{ij} \cdot \mathbf{n}_i \right) dt = m_j v_{jn}(t + \delta t).
\]

(3.6)

This leads to an expression for the coefficient of restitution

\[
e = \frac{v_{jn}(t + \delta t) - v_{in}(t + \delta t) - v_{in}(t) + v_{jn}(t)}{v_{in}(t) - v_{jn}(t)} = \frac{-m_i(v_{jn}(t + \delta t) - v_{cn}) + \mathcal{E}_{in}(t, t + \delta t) - \mathcal{E}_{jn}(t, t + \delta t)}{-m_j(v_{cn} - v_{jn}(t)) + \mathcal{E}_{jn}(t, t + \delta t)},
\]

(3.7)

where

\[
\mathcal{E}_{in}(t, t + \delta t) \equiv \int_{t+\delta t}^{t+\delta t} \mathbf{F}_{ij} \cdot \mathbf{n}_j dt,
\]

\[
\mathcal{E}_{jn}(t, t + \delta t) \equiv \int_{t+\delta t}^{t+\delta t} \mathbf{F}_{ij} \cdot \mathbf{n}_i dt,
\]

\[
\mathcal{E}_{in}(t, t + \delta t) \equiv \int_{t}^{t+\delta t} \mathbf{F}_{ij} \cdot \mathbf{n}_j dt,
\]

\[
\mathcal{E}_{jn}(t, t + \delta t) \equiv \int_{t}^{t+\delta t} \mathbf{F}_{ij} \cdot \mathbf{n}_i dt.
\]

(3.8)

If we eliminate \( v_{cn} \), we obtain an expression for \( e \)

\[
e = \frac{v_{jn}(t + \delta t) - v_{in}(t + \delta t) + \Delta_{ij}(t + \delta t)}{v_{in}(t) - v_{jn}(t)}.
\]

(3.9)

where

\[
\Delta_{ij}(t + \delta t) \equiv \frac{1}{m_i} \mathcal{E}_{in}(t, t + \delta t) - \frac{1}{m_j} \mathcal{E}_{jn}(t, t + \delta t) - \mathcal{E}_{in}(t, t + \delta t).
\]

(3.10)

and

\[
\Delta_{ij}(t + \delta t) \equiv \frac{1}{m_i} \mathcal{E}_{in}(t, t + \delta t) - \frac{1}{m_j} \mathcal{E}_{jn}(t, t + \delta t).
\]

(3.11)

Thus, we may rewrite Eq. (3.9) as

\[
v_{jn}(t + \delta t) = v_{in}(t + \delta t) - \mathcal{E}_{in}(t, t + \delta t) + e(v_{in}(t) - v_{jn}(t) + \Delta_{ij}(t, t + \delta t)).
\]

(3.12)

It is convenient to denote the average force acting on the particle from external sources as

\[
\mathcal{F}_{in} = \frac{1}{\delta t} \int_{t}^{t+\delta t} \mathbf{F}_{ij} \cdot \mathbf{n}_j dt.
\]

(3.13)

If \( e \) is explicitly known, then one can write, combining Eqs. (3.9) and (3.10)

\[
e = \frac{v_{jn}(t + \delta t) - v_{in}(t + \delta t)}{v_{in}(t) - v_{jn}(t)}.
\]

(3.14)
\[
\nu_i(t + \delta t) = \frac{m_i \nu_i(t) + m_j (\nu_j(t) - \varepsilon \nu_i(t) - \nu_j(t))}{m_i + m_j} + \frac{(\varepsilon_{in} + \varepsilon_{jn}) \delta t - m_j (e \Delta v_i(t, t + \delta t) - \Delta v_j(t + \delta t, t + \delta t))}{m_i + m_j},
\]
and, once \(\nu_i(t + \delta t)\) is known, one can subsequently also solve for \(\nu_j(t + \delta t)\) via Eq. (3.13).

**Remark 1.** Later, it will be useful to define the average impulsive normal contact force between the particles acting during the impact event as

\[
I_a \overset{\text{def}}{=} \frac{1}{\Delta t} \int_{t}^{t + \Delta t} I_a \ dt = \frac{m_i (\nu_i(t + \delta t) - \nu_i(t))}{\delta t} - \varepsilon_{in}.
\]

In particular, as will be done later in the analysis, when we discretize the equations of motion with a discrete (finite difference) time-step of \(\Delta t\), where \(\delta t \ll \Delta t\), we shall define the impulsive normal contact contribution to the total force acting on a particle, \(\Psi^i_{\text{con}} = \Psi^{ij \text{fric}} + \Psi^{ij \text{el}} + \Psi^{ij \text{con}}\) (Eq. 2.1), to be

\[
\Psi^i_{\text{con}} = \frac{I_a \delta t}{\Delta t} n_j.
\]

Furthermore, at the implementation level, we choose \(\delta t = \gamma \Delta t\), where \(0 < \gamma \ll 1\) and \(\Delta t\) is the time-step discretization size, which will be introduced later in the work. A typical choice is \(0 < \gamma \ll 0.01\). Typically, the system is insensitive to \(\gamma\) below 0.01. We assume \(\delta t_1 + \delta t_2 = \delta t_1 + e \delta t_1\), which immediately allows the following definitions

\[
\delta t_1 = \frac{\gamma \Delta t}{1 + e} \quad \text{and} \quad \delta t_2 = \frac{e \gamma \Delta t}{1 + e}.
\]

These results are consistent with the fact that the recovery time vanishes (all compression and no recovery) for \(e \rightarrow 0\) (asymptotically “plastic”) and, as \(e \rightarrow 1\), the recovery time equals the compression time \((\delta t_2 = \delta t_1\) asymptotically “elastic”). If \(e = 1\), there is no loss in energy, while if \(e = 0\) there is a maximum loss in energy. For a more detailed analysis of impact duration times, see Johnson [25].

**Remark 2.** It is obvious that for a deeper understanding of the deformation within a particle, it must be treated as a deformable continuum, which will require a spatial discretization, for example using the Finite Element Method of the body (particle). For work specifically focusing on the continuum mechanics of particles, see Zohdi and Wriggers [54]. For a detailed numerical analysis of multifield contact between bodies see Wriggers [45].

### 3.2. “Friction” (resistance to sliding)

To incorporate frictional\(^3\) stick–slip phenomena during impact for a general particle pair \((i, j)\), the tangential velocities at the beginning of the impact time interval \((\text{time} = t)\) are computed by subtracting the relative normal velocity away from the total relative velocity:

\[
\nu_{ij}(t) = \nu_i(t) - \nu_j(t) = (\nu_i(t) - \nu_j(t)) - ((\nu_i(t) - \nu_i(t)) \cdot n_j)n_j.
\]

One then writes the equation for tangential momentum change during impact for the \(i\)th particle

\[
m_i \nu_{ij}(t) - \tilde{I}_j \delta t + \tilde{E}_{ij} \delta t = m_i \nu_{ct},
\]

where the friction contribution is

\[
\tilde{I}_j = \frac{1}{\delta t} \int_{t}^{t + \delta t} I_j \ dt,
\]

where the total contributions from all other particles in the tangential direction \((\tau_i)\) are

\[
\tilde{E}_{ij} = \frac{1}{\delta t} \int_{t}^{t + \delta t} \varepsilon_{ij} \cdot \tau_i \ dt
\]

and where \(\nu_{ct}\) is the common velocity of particles \(i\) and \(j\) in the tangential direction.\(^4\) Similarly, for the \(j\)th particle we have

\[
m_j \nu_{ij}(t) + \tilde{I}_j \delta t + \tilde{E}_{ij} \delta t = m_j \nu_{ct},
\]

\(^3\) It is probably more accurate to refer to this as “resistance to sliding” at such small scales, however, for brevity, we refer to the effect as “friction”.

\(^4\) They do not move relative to one another.
There are two unknowns, \( \bar{v}_i^j \) and \( u_{ct} \). The main quantity of interest is \( \bar{v}_i^j \), which can be solved for

\[
\bar{v}_i^j = \frac{\left( \frac{\bar{m}_i}{m_i} - \frac{\bar{m}_j}{m_j} \right) \delta t + u_{ct}(t) - \bar{v}_i^j(t)}{\left( \frac{1}{m_i} + \frac{1}{m_j} \right) \delta t}.
\]

(3.24)

Thus, consistent with stick–slip models of Coulomb friction, one first assumes no slip occurs. If \( |\bar{v}_i^j| > \mu_s |\bar{v}_i^j| \),

\[
|\bar{v}_i^j| > \mu_s |\bar{v}_i^j|,
\]

(3.25)

where

\[
\mu_s \geq \mu_d
\]

(3.26)
is the coefficient of static friction, then slip must occur and a dynamic sliding friction model is used. If sliding occurs, the friction force is assumed to be proportional to the normal force and opposite to the direction of relative tangent motion, i.e.

\[
\Psi_i^{\text{fric}} \equiv \mu_d \frac{\left\| \Psi_i^{\text{con}} \right\|}{\left\| v_{r_i}^{\text{fric}} - v_{n_i}^{\text{fric}} \right\|} = -\Psi_i^{\text{fric}}.
\]

(3.27)

### 3.2. Velocity-dependent coefficients of restitution

It is important to realize that, in reality, the phenomenological parameter \( e \) depends on the severity of the impact velocity. For extensive experimental data, see Goldsmith [19], or Johnson [25] for a more detailed analytical treatment. A mathematical idealization of the behavior can be constructed as follows

\[
e^{\text{def}} = \max \left( e_0, \left( 1 - \frac{\Delta v}{v^*} \right) e^- \right).
\]

(3.28)

where \( v^* \) is a critical threshold velocity (normalization) parameter and where the relative velocity of approach is defined by

\[
\Delta v_n \equiv |v_{in}(t) - v_{in}(t)|
\]

(3.29)

and \( e^- \) is a lower limit to the coefficient of restitution.

**Remarks.** Later, we will consider examples where particles impact a wall (substrate). The impact forces between a particle and wall are handled in a similar manner as a particle-to-particle impact, except with no near-field interaction. The wall is assumed to be always stationary (with infinite mass), in the previous expressions derived for particle-to-particle impact.\(^5\) Also, to insure that there is no interpenetration of the particle into the wall, a repulsive “restoring” (penalty) force term of the form

\[
\Psi_i^{\text{wall}} = K \left\| r_i - r_{\text{wall}} \right\| \hat{n}_{\text{nw}}
\]

(3.30)
is activated if there is particle penetration into the wall (\( n_{\text{nw}} \) is the normal direction to the wall surface). \( K \) is a large positive penalty term and \( 1 < \beta \). The model can be interpreted as a (contact) penalty for particle–wall interpenetration. We also note that in many applications the near-fields can dramatically change when the particles are very close to one another, leading to increased repulsion (for example, due to repulsive interpenetration forces) or attraction (for example, due to adhesion). A particularly straightforward way to model this is via a near-field attractive/repulsive augmentation of the form

\[
\Psi_i^{\text{aug}} = \Psi_i^{\text{fric}} + 2 \alpha \left( r_i - r_0 \right) \hat{n}_i + \Psi_i^{\text{aug}, \text{force}}
\]

(3.31)

which is activated if

\[
\left\| r_i - r_j \right\| \leq \left( r_i + r_j \right) \delta a,
\]

(3.32)

where \( r_{pi} \) and \( r_{pj} \) are the radii of the particles, and where \( \delta a = 0 \) is the critical distance needed for the augmentation to become active. When \( \delta a = 1 \) and \( \delta a < 0 \), then the model can be interpreted as a (contact) penalty for particle interpenetration. Many such “augmentation” models exist. For a lengthy discussion of interpenetration models see, for example, Duran [14]. For many engineering materials, some surface adhesion persists, which can lead to bonding phenomena between surfaces, even when no explicit external charging has occurred. For example, see Tabor [40] and Rietema [37] (specifically for agglomeration). We have not included these augmentation forces in the near-field models in this paper.

\(^5\) The wall surface will be assumed to possess an electric field, thus already taking into account near-field effects.
4. Decomposed time-stepping and adaptive recursion

For the considered class of problems, it is advantageous to follow a “collide and stream” philosophy, similar to Lattice–Boltzmann methods, whereby collisions are evaluated at the beginning of the time-step (i.e. \( t^1 = t \), updated at the end of the previous time-step). This also mitigates large numbers operations associated with continuous contact searches within time-steps. This is discussed in more depth at the end of this section.

4.1. A hybrid (split) time-stepping scheme for impact

Separating the impulsive and continuous forces in Eq. 2.1 leads to (a modification of the midpoint rule with 0 ≤ φ ≤ 1, see Appendix)

\[
\mathbf{v}_i(t + \Delta t) = \mathbf{v}_i(t) + \frac{1}{m_i} \int_t^{t+\Delta t} \mathbf{w}_i^{ct} dt = \mathbf{v}_i(t) + \frac{1}{m_i} \left[ \int_t^{t+\Delta t} (\mathbf{w}_i^{ct} + \mathbf{w}_i^{en}) dt + \int_t^{t+\Delta t} \mathbf{w}_i^{con} dt + \int_t^{t+\Delta t} \mathbf{w}_i^{fric} dt \right]
\]

\[
\approx \mathbf{v}_i(t) + \frac{\Delta t}{m_i} \left( \phi \left( \mathbf{w}_i^{ct} (t + \Delta t) + \mathbf{w}_i^{en} (t + \Delta t) \right) + (1 - \phi) \left( \mathbf{w}_i^{ct} (t) + \mathbf{w}_i^{en} (t) \right) \right)
\]

where \( t < t^r < t + \Delta t \), is a moment in time where the contact is evaluated (this is discussed in more depth shortly). The position can be computed via

\[
\mathbf{r}_i(t + \Delta t) = \mathbf{r}_i(t) + \mathbf{v}_i(t) \Delta t + \frac{\phi(\Delta t)^2}{m_i} \left( \phi \left( \mathbf{w}_i^{ct} (t + \Delta t) + \mathbf{w}_i^{en} (t + \Delta t) \right) + (1 - \phi) \left( \mathbf{w}_i^{ct} (t) + \mathbf{w}_i^{en} (t) \right) \right)
\]

\[
+ \frac{\phi\Delta t \delta t}{m_i} \left( \mathbf{w}_i^{con}(t^r) + \mathbf{w}_i^{fric}(t^r) \right).
\]

Remarks. Generally speaking, if a recursive process is not employed (an explicit scheme), the iterative error can accumulate rapidly. However, an overkill approach involving very small time steps, smaller than needed to control the discretization error, simply to suppress a nonrecursive process error, is computationally inefficient. This is discussed next.

4.2. Iterative (implicit) solution method

We now develop an iterative adaptive scheme by building on an approach found in various forms in Zohdi [46–54]. We write Eq. 2.2 in a slightly more streamlined form for particle \( i \) (superscript \( L \) is a time interval counter)

\[
\mathbf{r}_{i}^{L+1} = \mathbf{r}_i^L + \mathbf{v}_i^L \Delta t + \frac{\phi(\Delta t)^2}{m_i} \left( \phi \left( \mathbf{w}_i^{ct} (t + \Delta t) + \mathbf{w}_i^{en} (t + \Delta t) \right) + (1 - \phi) \left( \mathbf{w}_i^{ct} (t) + \mathbf{w}_i^{en} (t) \right) \right)
\]

\[
+ \frac{\phi\Delta t \delta t}{m_i} \left( \mathbf{w}_i^{con}(t^r) + \mathbf{w}_i^{fric}(t^r) \right),
\]

which leads to a coupled set equations for \( i = 1, 2, \ldots N_p \) particles.

The set of equations represented by Eq. (4.3) can be solved recursively. Eq. (4.3) can be solved recursively by recasting the relation as (provided we follow the collide and stream philosophy and select \( t^r = t^L \))

\[
\mathbf{r}_{i}^{L+K+1} = \mathbf{r}_i^L + \mathbf{v}_i^L \Delta t + \frac{\phi(1 - \phi)(\Delta t)^2}{m_i} \left( \mathbf{w}_i^{ct} (t + \Delta t) + \mathbf{w}_i^{en} (t + \Delta t) \right) + \frac{\phi\Delta t \delta t}{m_i} \left( \mathbf{w}_i^{con}(t^r) + \mathbf{w}_i^{fric}(t^r) \right) \sum_{\mathcal{G}(i_{L+1}^{K+1})}
\]

where we define

\[
\mathbf{w}_i^{ct or en L} \overset{\text{def}}{=} \mathbf{w}_i^{ct or en L}(r_{i_1}^L, r_{i_2}^L, \ldots r_{i_N}^L)
\]

and

\[
\mathbf{w}_i^{ct or en L+1 K-1} \overset{\text{def}}{=} \mathbf{w}_i^{ct or en L+1 K-1}(r_{i_1}^{L+1 K-1}, r_{i_2}^{L+1 K-1}, \ldots r_{i_N}^{L+1 K-1}).
\]

Eq. (4.4) is of the form

\[
\mathbf{r}_{i}^{L+K} = \mathcal{G}(r_{i}^{L+1 K-1}) + \mathcal{R}_i
\]

where \( K = 1, 2, 3, \ldots \) is the index of iteration within time step \( L + 1 \) and \( \mathcal{R}_i \) is a remainder term that does not depend on the solution at \( L + 1 \). The convergence of such a scheme is dependent on the behavior of \( \mathcal{G} \). Namely, a sufficient condition for convergence is that \( \mathcal{G} \) is a contraction mapping for all \( r_{i}^{L+K} \), \( K = 1, 2, 3, \ldots \). In order to investigate this further, we define the iteration error as

---

6 See, for example, Sukop and Thorne [40] for a basic introduction to Lattice–Boltzmann methods.
A necessary restriction for convergence is iterative self-consistency, i.e. the "exact" (discretized) solution must be represented by the scheme, \( r_i^{t+1} = G(r_i^{t+1}) + R_i \). Enforcing this restriction, a sufficient condition for convergence is the existence of a contraction mapping

\[
\| r_i^{t+1} - r_i^t \| \leq \| G(r_i^{t+1} - G(r_i^t)) \| \leq \eta^{t+1} \| r_i^{t+1} - r_i^t \|, \tag{4.9}
\]

where, if \( 0 < \eta^{t+1} < 1 \) for each iteration \( K \), then \( \sigma_{t+1}^K \rightarrow 0 \) for any arbitrary starting value \( r_i^{t+1} = 0 \), as \( K \rightarrow \infty \), which is a contraction condition that is sufficient, but not necessary, for convergence. The convergence of Eq. 4.4 is dictated by the operator \( G \), which in turn is scaled by \( \eta \), which has the following proportionality:

\[
\eta \propto \frac{(\phi \Delta t)^2}{m_i} \left( \| \mathbf{w}_i^g \| + \| \mathbf{w}_i^{\text{ref}} \| \right). \tag{4.10}
\]

Therefore, we see that the contraction constant of \( G \) is (1) directly dependent on the strength of the interaction forces, (2) inversely proportional to \( m_i \) and (3) directly proportional to \( (\Delta t)^2 \) (at time \( t \)). Thus, decreasing the time step size improves the convergence. In order to simultaneously maximize the time-step sizes to decrease overall computing time, while still meeting an error tolerance on the numerical solution’s accuracy, we build on an approach found in Zohdi [46] originally developed for continuum thermo-chemical multifield problems, in which one approximates \( n^{t+1} \approx S(\Delta t)^p \), \( S \) is assumed a constant at that iteration) and one assumes that the error within an iteration to behave according to

\[
(S(\Delta t)^p)^K \sigma_{t+1}^0 = \sigma_{t+1}^K, \tag{4.11}
\]

\( K = 1, 2, \ldots \), where \( \sigma_{t+1}^0 = \| r_i^{t+1} - r_i \| \) is the initial norm of the iterative (relative) error and \( S \) is intrinsic to the system, where, for example, for the class of problems under consideration, due to the quadratic dependency on \( \Delta t \), \( p \approx 2 \). Our goal is to meet an error tolerance in exactly a preset (the analyst sets this) number of iterations. To this end, one writes

\[
(S(\Delta t_{\text{tol}})^p)^K \sigma_{t+1}^0 = \text{TOL}, \tag{4.12}
\]

where \( \text{TOL} \) is a tolerance and where \( K_d \) is the number of desired iterations. If the error tolerance is not met in the desired number of iterations, the contraction constant \( \eta^{t+1} \) is too large. Accordingly, one can solve (solving Eqs. 4.11 and 4.12 simultaneously) for a new smaller step size

\[
\Delta t_{\text{tol}} = \Delta t \left( \frac{\text{TOL}}{\sigma_{t+1}^0} \right)^{\frac{1}{p}}. \tag{4.13}
\]

Notice that \( S \) scales out of Eq. 4.13. The assumption that \( S \) is constant is not critical, since the time steps are to be recursively refined and unrefined throughout the simulation. Once the relative positions of the particles have stabilized within a time step, \( S \) stabilizes and is constant. Clearly, the expression in Eq. 4.13 can also be used for time step enlargement if convergence is met in less than a desired set of iterations, denoted \( K_d \) (typically chosen to be between five to ten iterations).

**Remarks:** In order to further illustrate the type of fixed point iterations adopted in this work, consider a simple implicit discretization (for illustration purposes only) of an isolated particle:

\[
m \dot{r} \approx \frac{r(t + \Delta t) - 2r(t) + r(t - \Delta t)}{(\Delta t)^2} = \Psi(r(t + \Delta t)), \tag{4.14}
\]

which yields, using the shorthand superscript notation for time-stepping

\[
r_{i}^{t+1} = 2r_{i} - r_{i}^{t} + \frac{(\Delta t)^2}{m} \Psi_{i}^{t+1}, \tag{4.15}
\]

which has the form described in the body of the paper and motivates the expression cited in the text: \( n^{t+1} \approx S(\Delta t)^p \), with \( p = 2 \). Depending on the nature of \( \Psi^{t+1} \), which depends on \( \Psi^{t+1} \), \( S \) will change. This approach (assuming \( n^{t+1} \approx S(\Delta t)^p \)) is essentially a Secant-type method, as opposed to a Newton-type scheme, which would attempt to linearize \( \Psi^{t+1} \). Newton’s method does, in theory, however help characterize \( S \), via a linearization of the righthand side of the term \( \Psi^{t+1} \) in Eq. (4.15) (with iterations \( K = 1, 2, \ldots \))

\[
r_{i}^{t+1} \approx 2r_{i} - r_{i}^{t} + \frac{(\Delta t)^2}{m} \left( \Psi_{i}^{t+1} - \frac{\partial \Psi_{i}^{t+1}}{\partial t} \right), \tag{4.16}
\]

In this case, one can immediately identify \( S = \frac{(\Delta t)^2}{m} \frac{\partial \Psi_{i}^{t+1}}{\partial t} \). Such a linearization would be extraordinarily difficult to do for a multifield-multibody system undergoing collisions (since \( \Psi \) will be unsmooth and nonconvex). Specifically, to illustrate the difficulties with applying Newton’s method to this class of problems consider the residual defined by the system represented in abstract form
For the problems considered, involving contact, friction, near-field forces, etc., it is unlikely that the tangents of \( \mathcal{A} \) is the tangent. Therefore, in the fixed-point form one has the operator

\[
\Pi = \mathcal{A}(r) - \mathcal{F}. \tag{4.17}
\]

Linearization leads to

\[
\Pi(r^K) = \Pi(r^{K-1}) + \nabla_r \Pi_{r^K-1}(r^K - r^{K-1}) + O(||r^K - r^{K-1}||^2), \tag{4.18}
\]

and thus the Newton updating scheme can be developed by enforcing,

\[
\Pi(r^K) \approx 0, \tag{4.19}
\]

leading to

\[
r^K = r^{K-1} - (A_{TAN} r^{K-1})^{-1} \Pi(r^{K-1}), \tag{4.20}
\]

where

\[
A_{TAN} = (\nabla_r \mathcal{A}(r))_{|r^K} = (\nabla_r \Pi(r))_{|r^K}, \tag{4.21}
\]

is the tangent. Therefore, in the fixed-point form one has the operator

\[
G(r) = r - (A_{TAN})^{-1} \Pi(r). \tag{4.22}
\]

For the problems considered, involving contact, friction, near-field forces, etc., it is unlikely that the tangents of \( \mathcal{A} \) remain positive definite, or even that \( \mathcal{A} \) is continuously differentiable, due to the impact events. Essentially, \( \mathcal{A} \) will have nonconvex and nondifferentiable dependence on the positions of the particles. Thus, a fundamental difficulty is the possibility of a zero or nonexistent tangent \( \mathcal{A}_{TAN} \). Therefore, while Newton’s method usually converges at a faster rate than a direct fixed point iteration, quadratic as opposed to superlinear, its range of applicability is less robust. The approach adopted in this paper approximates the tangent by a Secant, and thus does experience the difficulties with nondifferentiability of tangents or their loss of positive-definiteness. Early papers of the author have discussed the difficulties with such a linearization at length. For example, see Zohdi [52].

### 4.3. Algorithm/solution steps

Specifically, for the multibody system, the algorithm within solution steps are, within a time-step:

- (1): Start a global fixed iteration (set \( i = 1 \) and \( K = 1 \))
- (2): If \( i > N_p \) then go to (4)
- (3): If \( i \leq N_p \) then:
  - (a) Compute the position \( r_i^{K+1} \)
  - (b) Go to (2) for the next particle \( (i = i + 1) \)
- (4): Measure error (normalized) quantities
  - (a) \( \sigma^K \) def \( = \frac{\sum_{p=1}^{N_p} ||r_i^{K+1} - r_i^{K+1,K}||}{\sum_{p=1}^{N_p} ||r_i^{K+1} - r_i^K||} \)
  - (b) \( Z^K \) def \( = \frac{\sigma^K}{\max_{p=1}^{N_p} \sigma^K} \)
  - (c) \( \Phi^K \) def \( = \left( \frac{\sigma^K}{\max_{p=1}^{N_p} \sigma^K} \right)^{\Phi^K} \)

- (5): If the tolerance is met: \( (Z^K \leq 1) \) and \( K < K_d \) then
  - (a) Increment time: \( t = t + \Delta t \)
  - (b) Construct the next time step: \( (\Delta t)^{\text{new}} = \Phi^K (\Delta t)^{\text{old}} \)
  - (c) Select the minimum size: \( \Delta t = \text{MIN}((\Delta t)^{\text{lim}}, (\Delta t)^{\text{new}}) \) and go to (1)
- (6): If the tolerance is not met: \( (Z^K > 1) \) and \( K < K_d \) then
  - (a) Update the iteration: \( K = K + 1 \)
  - (b) Reset the particle counter: \( i = 1 \)
  - (c) Go to (2)
- (7): If the tolerance is not met (\( Z^K > 1 \)) and \( K = K_d \) then
  - (a) Construct a new time step: \( \Delta t = \Phi^K \Delta t \)
  - (b) Restart at time \( t \) and go to (1)

Time-step size adaptivity is critical, since the system’s dynamics and configuration can dramatically change over the course of time, possibly requiring quite different time step sizes to control the iterative error. However, to maintain the accuracy of the time-stepping scheme, one must respect an upper bound dictated by the discretization error, i.e., \( \Delta t \leq (\Delta t)^{\text{lim}} \). Note that in step (5), \( \Phi^K \) may enlarge the time-step if the error is lower than the preset tolerance.
Remarks. An alternative approach to collide and stream paradigm is to select $0 < t^* < t + \Delta t$ (continuous contact search within the time interval, which is rather computationally expensive), which modifies Eq. 4.4 to become

$$
\mathbf{r}_{i}^{l+1,k} = \mathbf{r}_{i}^{l} + \mathbf{v}_{i}^{l}\Delta t + \frac{\phi(1 - \phi)(\Delta t)^2}{m_{i}} (\psi_{i}^{l+1,k} - \psi_{i}^{l+1,0}) + \frac{(\phi \Delta t)^2}{m_{i}} (\psi_{i}^{l+1,k-1} + \psi_{i}^{l+1,k-1}) + \frac{\phi \Delta t}{m_{i}} (\mathbf{w}_{i}^{l+1,k-1} + \mathbf{w}_{i}^{l+1,k-1}).
$$

(4.23)

The essential difference is that the contact would have to be checked during the time-interval calculations. In the absence of collisions, the time-stepping approach is second-order accurate (see the Appendix), if the choice of the time-stepping parameter in the trapezoidal rule is chosen to be $\phi = 0.5$ (the mid-point rule). As indicated, the choice of $t < t^* < t + \Delta t$ leads to checking for contact continuously during the implicit iterations during a time-step. This would be extraordinarily time-consuming. However, intuitively, choosing $t^* = t$ leads to a loss of one-order of accuracy since one does not check over a time-interval $\Delta t$, making it first order accurate. Because this type of system combines differential equations with algebraic equations, it falls squarely in the realm of Differential Algebraic Equation (DAE) systems. A formal proof of the exact order of error when multiple collisions take place within a time interval is well-outside the scope of this paper, and we refer to the seminal texts of Hairer et al. [21,22], which discuss these issues in depth. For the rest of the paper, we use the collide and stream approach (choosing $t^* = t$). We note that because the time-steps are quite small, the difference between choosing $t^* = t$ or $t < t^* < t + \Delta t$ to the overall result appears to be a genuinely minor issue, although the choice of $t < t^* < t + \Delta t$ is somewhat slower computationally, due to the repeated contact checks. Both approaches were investigated, for the class of problems of interest, with virtually no difference in the overall response of the systems tested later in the presentation, primarily because of the small time scales.

5. Numerical examples: impact on progressively electrified surfaces

5.1. Figures of merit for coating quality

Referring to Fig. 2, we consider the following logical figures of merit to assess the deposition process: (using an $x$–$y$–$z$ triad with target center at $y = 0$, $z = 0$)

- Percent deposition within a target (radial) distance: summing the particles that satisfy $\sqrt{x^2 + z^2} \leq d^{ar}$, and dividing that number by the total number of particles $N$.
- Layer thickness, provided by: $S(x_l, -\bar{x}) = \frac{1}{N} \sum (x_l - \bar{x})^2$.
- Mean distance from the target center: $d = \frac{1}{N} \sum \sqrt{y_i^2 + z_i^2} \leq R^{ar}$.
- Standard deviation from the mean distance: $S(d_l, -\bar{d}) = \frac{1}{N} \sum (d_l - \bar{d})^2$.

![Fig. 2. Motivation for the figures of merit: desired uniform, flat deposition within a target zone.](image)
5.2. System parameters

As an example, we considered a group of \( N_p = 1000 \) randomly positioned, non-overlapping, particles in a cluster-droplet domain (Fig. 3). The initial particle radius (monodisperse) was \( r_p = 0.05 \) m. The absolute dimensions are unimportant for the model problem, and have been normalized. The initial radius of the cluster-droplet was set to \( R = 1 \) initially. All system parameters can be scaled to describe any specific system of interest. The relevant simulation parameters were:

- number of particles = 1000,
- particle charges \( q_i = 1, \ i = 1, \ldots, N_p \),
- \( \alpha_0 = 0.5, \ \beta_{ij} = 1, \ \beta_{ij} = 2 \),
- mass density of the particles = 2000 kg/m³,
- initial velocity = (50,0,0) m/s,
- initial mean position = (4,0,0) m,
- coefficient of dynamic friction, \( \mu_d = 0.1 \),
- coefficient of static friction, \( \mu_s = 0.2 \),
- limit of coefficient of restitution, \( e^\infty = 0.5 \),
- velocity parameter, \( v^* = 10 \) m/s,
- target number of fixed point iterations, \( K_d = 6 \),
- the time-stepping parameter, \( \phi = 0.5 \),
- \( E^{ext} = (E^{ext}_x, 0, 0) \) Newtons/Coulomb, which starts after \( x = 5 \), with wall location at \( x = 6 \).

Fig. 3. Top Left: The starting configuration. Initially, the cluster-droplet’s center is at \( x = 4 \), the electric field starts at \( x = 5 \) and the wall is at \( x = 6 \). The particles each have a radius of \( r_p = 0.05 \). Top right: the final configuration of a charged cluster-droplet for \( E^{ext}_x = 100 \) N/C, bottom left for \( E^{ext}_x = 1000 \) N/C and bottom right for \( E^{ext}_x = 10,000 \) N/C.
5.3. Results

Table 1 and Fig. 3 illustrate the trends with increasing electric fields. We have the following observations:

- For the $E_{ext} = \frac{1}{N}$ field ≤ 1 the particles rebound and do not adhere to the surface.
- For the $E_{ext} = \frac{1}{N} = 10$ the particles start to adhere with some limited rebounding (a behavior transition threshold),
- For the $E_{ext} = \frac{1}{N} = 100$ the particles adhere but spread over the surface incoherently,
- For the $E_{ext} = \frac{1}{N} = 1000$ the particles adhere and form a coherent “deposit”, with their lateral motion dissipated by friction induced by the electric field contact force.

5.4. Discussion: qualitative analysis of a single particle

In order to qualitatively understand the mechanisms that control the spreading of the droplet, let us consider a single isolated particle sliding on a surface (Fig. 4 on the left). One can determine the travel distance by equating the initial kinetic energy to the energy dissipated by sliding friction, where the normal force is supplied by the surface electric field ($E$) acting on the particle's charge $q$. This balance yields ($t = 0$ is the start and $t = T$ is the end)

$$\frac{1}{2} m v^2 (0) = q E \mu_d (T) \Rightarrow x(T) = \frac{m v^2 (0)}{2 q E \mu_d}. \quad (5.1)$$

We note that in order to determine the time-scale for this to occur, one can perform a momentum balance in the tangential direction, yielding

$$m v (0) - \int_0^T q E \mu_d \, dt = m v (T). \quad (5.2)$$

Setting $v (T) = 0$ gives $T = \frac{m v (0)}{q E \mu_d}$.

5.5. Analysis of two particles

Now let us repeat the analysis for two bound (charged) particles, with positions $x_i$ and $x_j$, moving (sliding) in opposite directions (about the symmetry line in Fig. 4). For illustration purposes only, let us consider a linear attractive binding of $K (x_i - x_j)$, with binding stiffness $0 < K < \infty$, with corresponding energy $\frac{1}{2} K (x_i - x_j)^2$. Equating the stored, kinetic and dissipated energies, the point where the expansion stops (a maximum, relative to the symmetry line, where $v (T) = 0$) is denoted $x_i = -x_j = x(T)$ is (assuming a spring-like binding law with an unstretched separation (starting) state of $x_i - x_j = 2x(T)$)

7 Particles that strayed outside of a computational 10 m × 10 m (y–z) window were thrown out of the computations.
\[
\frac{1}{2} K (2(x(T) - x(0)))^2 = 2\left(\frac{1}{2} m v^2(0) - qE \mu_d (x(T) - x(0))\right) = m v^2(0) - 2qE \mu_d (x(T) - x(0)).
\]

Solving for \(x(T)\) yields
\[
x(T) = x(0) - \frac{qE \mu_d}{2K} \pm \left(\frac{qE \mu_d}{2K} + \frac{mv^2(0)}{2K}\right)^{1/2},
\]
where the positive root is the physically-correct solution. We note the following trends

- as \(qE \mu_d\) increases, \(x(T)\) decreases,
- as \(K\) increases, \(x(T)\) decreases and
- as \(mv^2(0)\) increases, \(x(T)\) increases.

Essentially, this qualitatively indicates how wide the cluster-droplet will spread.

**Remarks.** Clearly, \(x(T)\) is the peak value of \(x\), and the cluster-droplet may oscillate back and forth, until the friction dissipates all of the kinetic and stored energy. Any droplet retraction would likely be small in a real application, due to friction and interparticle collisions.

### 6. Conclusions

In summary, this work addressed the impact of charged cluster-droplets, comprised of particulates, on electrified surfaces, and developed numerical simulation techniques in order to investigate the post-impact structure of impacted cluster-droplets, which has wide-ranging applications in areas such as inkjet printing, sprays, coatings, etc. A numerical approach was developed whereby the dynamics of charged particles, accounting for their collisions, inter-particle near-fields, interaction with external electromagnetic fields are all computed implicitly in an iterative, modular, manner. A staggered, temporally-adaptive scheme was developed to resolve the drastic changes in the physical configuration of a cluster-droplet, for example when impacting an electrified wall/substrate. The approach developed provides a fast computational tool to analyze particulate cluster-droplets. Recently, the author has started a collaboration (see Choi et al. [3–5] and Demko et al. [8]) with an experimental team at UC Berkeley, and the use of the numerical tool to guide the experiments is currently underway. The numerical approach and model can be used on virtually any type (shape) of cluster-droplet domain. Since the results are derived from a direct numerical simulation, one can also post-process other more detailed statistical information. For example, for any quantity of interest, \(Q\) (for example the positions of the particles, their velocities, etc.), with a distribution of values \(Q_i, i = 1, 2, \ldots N_p = \text{particles}\) about an arbitrary reference point, denoted \(Q^*\), as follows, via moments:
Explicitly, the various moments characterize the distribution, for example:

1. $M_1^{Q_i -Q_i^*} = \frac{\sum_{i=1}^{N_p} a_i (Q_i - Q_i^*)}{\sum_{i=1}^{N_p} a_i}$.

This is straightforward to implement, and can provide much more detailed information on post-impact cluster-droplet characteristics.

Finally, in closing, some remarks on the effects of magnetic fields on a particulate cluster are appropriate. Magnetic fields, due to their production of Lorentz forces, $q_i \mathbf{v}_i \times \mathbf{B}^\text{tot}$, acting on each particle $i$ will “bend” the overall trajectory of the entire cluster due to the presence of a magnetic field $\mathbf{B}^\text{tot} = (0.100, 0, 0)$ Ns/Cm (also with $\mathbf{E}^\text{tot} = (10.000, 0, 0)$ N/C).

---

8 For the purposes of this paper, the weight was $a_i = m_i$, although it could be different for other applications.
cluster-droplet, as shown in Fig. 5. Qualitative information can be extracted by initially studying a single isolated particle governed by

\[ m \ddot{v} = q(E^{\text{ext}} + v \times B^{\text{ext}}). \]  

(6.2)

The governing equation 6.2 for component \( x \) is

\[ \dot{v}_x = \frac{q}{m} (E_x^{\text{ext}} + (v_x B_z^{\text{ext}} - v_z B_y^{\text{ext}})), \]  

(6.3)

for component \( y \)

\[ \dot{v}_y = \frac{q}{m} (E_y^{\text{ext}} - (v_x B_z^{\text{ext}} - v_z B_y^{\text{ext}})), \]  

(6.4)

and for component \( z \)

\[ \dot{v}_z = \frac{q}{m} (E_z^{\text{ext}} + (v_x B_z^{\text{ext}} - v_y B_y^{\text{ext}})). \]  

(6.5)

In the special case when \( r(t = 0) = (r_{x0}, 0, 0) \), \( v(t = 0) = (v_{x0}, 0, 0) \), \( B^{\text{ext}} = B_x^{\text{ext}} \mathbf{e}_x \) and \( E^{\text{ext}} = E_x^{\text{ext}} \mathbf{e}_x \), the solution for the trajectory of an isolated particle is

\[
\begin{align*}
\begin{cases}
\dot{v}_x(t) & = v_{x0} \cos \omega t - \frac{q B_x^{\text{ext}}}{m} \sin \omega t \\
\dot{v}_y(t) & = -v_{y0} \sin \omega t + \frac{q B_y^{\text{ext}}}{m} \cos \omega t + \frac{q B_z^{\text{ext}}}{m} \\
\dot{v}_z(t) & = 0
\end{cases}
\end{align*}
\]  

(6.6)

and

\[
\begin{align*}
\begin{cases}
\dot{r}_x(t) & = \frac{1}{m} \left( v_{x0} \sin \omega t + \frac{q B_x^{\text{ext}}}{m} \cos \omega t \right) - \frac{q B_x^{\text{ext}}}{m r_{x0}} + r_{x0} \\
\dot{r}_y(t) & = \frac{1}{m} \left( v_{y0} \cos \omega t - \frac{q B_y^{\text{ext}}}{m} \sin \omega t \right) + \frac{q B_y^{\text{ext}}}{m} - \frac{v_{y0}}{r_{y0}} \\
\dot{r}_z(t) & = 0
\end{cases}
\end{align*}
\]  

(6.7)

where \( \omega = \frac{q B^{\text{ext}}}{m} \) is known as the cyclotron frequency. The cyclotron frequency (gyrofrequency) is the angular frequency at which a charged particle makes circular orbits in a plane perpendicular to the static magnetic field. Notice that when \( E_x^{\text{ext}} = 0 \), this traces out the equation of a circle (in the \( x-y \) plane) centered at \( (r_{x0}, -\frac{v_{y0}}{\omega}, 0) \). The radius of the “magnetically-induced circle” (radius of oscillation) is

\[ R \overset{\Delta}{=} \frac{v_{x0}}{\omega} = \frac{v_{x0} m}{q B_x^{\text{ext}}}. \]  

(6.8)

Thus, if a desired “turning radius” is denoted by \( R \), one may solve for the magnetic field that delivers the desired effect, \( B_z^{\text{ext}} = \frac{v_{x0} m}{q R} \). The corresponding time period for one cycle to be completed is \( T \overset{\Delta}{=} \frac{2 \pi}{\omega} \). We note that since magnetic fields can bend flows, their use to coat complex parts by bending droplets around corners is possible. The influence of magnetic effects on the behavior of charged particulate clusters and the resulting deposition morphology are under investigation by the author.
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Appendix A. Trapezoidal time-stepping schemes

Consider an equation of motion given by

\[ m \ddot{v}_i = F_i, \]  

(8.1)

where \( F_i \) is the sum of (smooth) forces provided from interactions with the external environment. Expanding the velocity in a Taylor series about \( t + \phi \Delta t \) we obtain

---

9 This field generates helical-like motion in three dimensions when \( E_x^{\text{ext}} \neq 0 \).
\[ \mathbf{v}_i(t + \Delta t) = \mathbf{v}_i(t + \phi \Delta t) + \frac{d\mathbf{v}_i}{dt}_{|_{t+\phi \Delta t}} (1 - \phi) \Delta t + \frac{1}{2} \frac{d^2 \mathbf{v}_i}{dt^2}_{|_{t+\phi \Delta t}} (1 - \phi)^2 (\Delta t)^2 + O(\Delta t)^3 \]  

(8.2)

and

\[ \mathbf{v}_i(t) = \mathbf{v}_i(t + \phi \Delta t) - \frac{d\mathbf{v}_i}{dt}_{|_{t+\phi \Delta t}} \phi \Delta t + \frac{1}{2} \frac{d^2 \mathbf{v}_i}{dt^2}_{|_{t+\phi \Delta t}} \phi^2 (\Delta t)^2 + O(\Delta t)^3 \]

(8.3)

Subtracting the two expressions yields

\[ \frac{d\mathbf{v}_i}{dt}_{|_{t+\phi \Delta t}} = \mathbf{v}_i(t + \Delta t) - \mathbf{v}_i(t) + \mathbf{O}(\Delta t), \]

(8.4)

where \( \mathbf{O}(\Delta t) = O(\Delta t)^2 \), when \( \phi = \frac{1}{2} \). Thus, inserting this into the equations of equilibrium yields

\[ \mathbf{v}_i(t + \Delta t) = \mathbf{v}_i(t) + \frac{\Delta t}{m_i} \mathbf{F}_i(t + \phi \Delta t) + \mathbf{O}(\Delta t)^2. \]

(8.5)

Note that adding a weighted sum of Eqs. 8.2 and 8.3 yields

\[ \mathbf{v}_i(t + \phi \Delta t) = \phi \mathbf{v}_i(t + \Delta t) + (1 - \phi) \mathbf{v}_i(t) + O(\Delta t)^2, \]

(8.6)

which will be useful shortly. Now expanding the position of the center of mass in a Taylor series about \( t + \phi \Delta t \) we obtain

\[ \mathbf{r}_i(t + \Delta t) = \mathbf{r}_i(t + \phi \Delta t) + \frac{d\mathbf{r}_i}{dt}_{|_{t+\phi \Delta t}} (1 - \phi) \Delta t + \frac{1}{2} \frac{d^2 \mathbf{r}_i}{dt^2}_{|_{t+\phi \Delta t}} (1 - \phi)^2 (\Delta t)^2 + O(\Delta t)^3 \]

(8.7)

and

\[ \mathbf{r}_i(t) = \mathbf{r}_i(t + \phi \Delta t) - \frac{d\mathbf{r}_i}{dt}_{|_{t+\phi \Delta t}} \phi \Delta t + \frac{1}{2} \frac{d^2 \mathbf{r}_i}{dt^2}_{|_{t+\phi \Delta t}} \phi^2 (\Delta t)^2 + O(\Delta t)^3. \]

(8.8)

Subtracting the two expressions yields

\[ \frac{\mathbf{r}_i(t + \Delta t) - \mathbf{r}_i(t)}{\Delta t} = \mathbf{v}_i(t + \phi \Delta t) + \mathbf{O}(\Delta t). \]

(8.9)

Inserting Eq. 8.6 yields

\[ \mathbf{r}_i(t + \Delta t) = \mathbf{r}_i(t) + (\phi \mathbf{v}_i(t + \Delta t) + (1 - \phi) \mathbf{v}_i(t)) \Delta t + \mathbf{O}(\Delta t)^2. \]

(8.10)

and thus using Eq. 8.5 yields

\[ \mathbf{r}_i(t + \Delta t) = \mathbf{r}_i(t) + \mathbf{v}_i(t) \Delta t + \frac{\phi (\Delta t)^2}{m_i} \mathbf{F}_i(t + \phi \Delta t) + \mathbf{O}(\Delta t)^2. \]

(8.11)

The term \( \mathbf{F}_i(t + \phi \Delta t) \) can be handled in two main ways:

- \( \mathbf{F}_i(t + \phi \Delta t) \approx \mathbf{F}_i(\phi \mathbf{r}_i(t + \Delta t) + (1 - \phi) \mathbf{r}_i(t)) \) or
- \( \mathbf{F}_i(t + \phi \Delta t) \approx \phi \mathbf{F}_i(\mathbf{r}_i(t + \Delta t)) + (1 - \phi) \mathbf{F}_i(\mathbf{r}_i(t)). \)

The differences are quite minute between either of the above, thus, for brevity, we choose the latter. In summary, we have the following:

\[ \mathbf{r}_i(t + \Delta t) = \mathbf{r}_i(t) + \mathbf{v}_i(t) \Delta t + \frac{\phi (\Delta t)^2}{m_i} (\phi \mathbf{F}_i(\mathbf{r}_i(t + \Delta t)) + (1 - \phi) \mathbf{F}_i(\mathbf{r}_i(t))) + \mathbf{O}(\Delta t)^2. \]

(8.12)

where

- when \( \phi = 1 \), then this is the (implicit) Backward Euler scheme, which is very stable (very dissipative) and \( \mathbf{O}(\Delta t)^2 = O(\Delta t)^2 \) locally in time,
- when \( \phi = 0 \), then this is the (explicit) Forward Euler scheme, which is conditionally stable and \( \mathbf{O}(\Delta t)^2 = O(\Delta t)^2 \) locally in time and
- when \( \phi = 0.5 \), then this is the (implicit) “Midpoint” scheme, which is stable and \( \mathbf{O}(\Delta t)^2 = O(\Delta t)^3 \) locally in time.