Placement and drone flight path mapping of agricultural soil sensors using machine learning
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A B S T R A C T

Accurate soil data, which can be collected with agricultural sensors spaced at the half-variogram range, is crucial information for precision agriculture. Drones offer a unique advantage over other existing methods to sample data from soil sensors because of the high density of sensors required to gather spatially granular data to capture soil variability. To determine the placement of sensors within an agricultural field, a novel sequential gap-reduction algorithm that minimizes sensor overlap was developed and used to assign sensor placement for four types of agricultural fields. A genetic algorithm optimized multi-agent flight paths for scanning sensors in a simulated agricultural field using a robust agent-based model. The locations of soil sensors for a simulated 400 m center-pivot irrigation field were used to determine flight paths for swarms of 1-8 drones. Increasing the number of drones in the swarm had a negligible effect on total energy expenditure but reduced the time to scan the sensors from 19 min to less than three minutes. The proposed sequential gap-reduction algorithm maximizes the coverage of any arbitrarily-shaped agricultural field with fewer sensors than a grid-based distribution in most cases. The proposed multi-agent flight path mapping can effectively and efficiently generate flight paths for variable numbers of drones to scan all sensors. The framework proposed here can be utilized and expanded for variable rate irrigation, precision application of biological control agents, and smart farming.

1. Introduction

Precision agriculture offers a pathway to increase crop yield while reducing water consumption, carbon footprint, and chemicals leaching into groundwater. Precision agriculture is the practice of collecting spatial and temporal data in an agricultural field to match the inputs to the site-specific conditions (Diacono et al., 2013). While industrial agriculture seeks to maximize crop yield, there is also the consideration of maintaining a healthy ecosystem. Fortunately, these are not competing interests; numerous case studies have demonstrated that adopting precision agriculture techniques increases crop yield while lessening detrimental environmental effects (Diacono et al., 2013; Ahrens et al., 2010; Sela et al., 2018). Consider first the use of irrigation in agriculture, which accounts for approximately 36.7% of the freshwater consumption in the U.S. (Dieter, 2018), 65% in China (Dalin et al., 2014), and 77% in New Zealand (Hedley and Yule, 2009). This is in part because crops need a large amount of water to grow. For example, high-production maize crops require 600,000 gallons of water per acre per season—about the same volume as an Olympic swimming pool (Comis, 2011). However, adopting precision agriculture practices such as variable-rate irrigation methods has proven to reduce water consumption by 26.3% (Hedley and Yule, 2009). Meanwhile, fixing nitrogen from the air to produce fertilizers is an extraordinarily energy-intensive process (Gellings and Parmenter, 2016) and accounts for nearly 2% of the U.S.’s annual CO₂ emissions (Ritchie and Roser, 2020). Crop plants recover only 30%-50% of nitrogen in fertilizers (Cassman et al., 2002), which means that over half of the nitrogen becomes a potential source of environmental pollution, such as groundwater contamination, eutrophication, acid rain, ammonia redeposition, and greenhouse gases (Ladha et al., 2005). Fortunately, precision agriculture practices have demonstrated an increase in nitrogen use efficiency (Ahrens et al., 2010; Gupta and Khosla, 2012), thereby reducing both the production volume of fertilizer and the amount that is polluted into the environment.

Accurate soil data is crucial information for precision agriculture (Robert et al., 1995). In particular, the moisture content (SU et al., 2014) and the concentration of various chemical analytes (Robertson et al., 1997; Shahandezeh et al., 2005; Anthony et al., 2012) in soil have a significant influence on crop health and yield. These properties vary considerably over short distances, which begs the question: What spatial density does soil need to be sampled at to capture soil...
variability? Half of the spatial range – referred to hereafter as the ‘half-variogram range’ (Bachmaier and Backes, 2008) – can be used as a “rule-of-thumb” to account for the spatial dependency of agricultural measurements (Kerry et al., 2010). The variance of a measurand, \( z \), as a function of distance is empirically given by:

\[
\hat{\gamma}(\mathbf{h}) = \frac{1}{2} \cdot \frac{1}{N(\mathbf{h})} \sum_{i=1}^{N(\mathbf{h})} \left[ z(\mathbf{x}_i + \mathbf{h}) - z(\mathbf{x}_i) \right]^2
\]

where \( \hat{\gamma} \) is the variance, \( z(\mathbf{x}_i) \) and \( z(\mathbf{x}_i + \mathbf{h}) \) are the measured values of the measurand \( z \) at \( N(\mathbf{h}) \) pairs of comparisons separated by the vector \( \mathbf{h} \).

Numerous studies have determined the spatial range of various soil properties in various soil conditions (Robertson et al., 1997; Shahandeh et al., 2005; Anthony et al., 2012; Kerry et al., 2010; Longchamps et al., 2015), which demonstrates the fact that the half-variogram range itself varies depending on the geographic location and sampling method (Kerry et al., 2010). Recently, Longchamps & Khosla analyzed and tabulated the spatial ranges of numerous soil properties reported in literature (Longchamps and Khosla, 2017), which can be used as informed estimates for spacing sensors when no other information about the soil is known.

Geostatistically representative soil data can be collected with agricultural sensors spaced at the half-variogram range (Kerry et al., 2010). The data gathered from these sensors can inform management techniques such as variable-rate technologies, which adapt to the heterogeneities of an agricultural field and thus enable site-specific management (Kanter et al., 2019; Evans, 2001; Evans et al., 2013; Lo et al., 2017). For example, farmers could tailor their nitrogen and water management to site-specific conditions (Finger et al., 2019), which would, in turn, reduce nitric oxide emissions, increase yields, and reduce fertilizer use (Ahrens et al., 2010). Other researchers have investigated the use of machine-learning algorithms as tools for decision-making in precision agriculture (Jourdan and de Weck, 2004; Chilingaryan et al., 2018; Akbari et al., 2021). This process is shown in Fig. 1D.

Fig. 1D. This work develops a sequential gap reduction (SGR) algorithm that determines an optimal distribution of soil sensors across an agricultural field. The SGR algorithm is used to solve optimal sensor distribution using the half-variogram range as the basis in four field geometries: a circular field, a rectangular field, a field with both circular and rectangular features, and a field shape determined from an image. Finally, a methodology is proposed for sampling the sensor measurements using UAVs is proposed and characterized.

2. Theory

2.1. Digital expression of an agricultural field

Similar to how an agricultural field can be defined in the real world as a geographic area at a location, a digital representation – or ‘simulation’ – of an agricultural field can be defined as some number of discrete pixels, where each pixel’s position corresponds to a geographic coordinate, and its size corresponds to an area. Three methods of expressing an agricultural field in a digital format are discussed.

For agricultural fields that a simple geometric shape can approximate – such as a rectangular field or a center-pivot irrigation field – expressing the farm digitally is trivial. For a rectangular-shaped field, the space is discretized into a grid of uniform pixels with dimensions proportional to the length and width of the physical field. For a center-pivot irrigation field, the field is bounded by a square grid of uniform pixels. Then, each pixel in the grid is tested to determine if the pixel’s coordinates are equal to or less than the physical field radius. This technique is demonstrated in Fig. 1A for a rectangular-shaped field and Fig. 1B for a center-pivot irrigation field.

When the boundaries of the agricultural field are not regularly shaped, the field is defined by a list of consecutive coordinate points that form an enclosed shape when piecewise connected by polynomial curves. A ray tracing algorithm is adopted to determine whether or not a pixel is inside or outside of this boundary (Kumar and Bangi, 2018). Given an enclosed boundary and a point in space, if one were to draw an infinite vector in any direction originating from that point, it will intersect the boundary an odd-numbered amount of times if-and-only-if the point is within the enclosed space, which is shown in Fig. 1C. This holds for all points in space except for points on the boundary, which must be determined explicitly. This way, the coordinates of each pixel are used as a point to determine if a pixel is inside the boundary and append it to a list. A more detailed explanation of this method is described in the Supplementary Material.

Finally, satellite or drone visible-spectra images of agricultural land are already stored in a digital, pixelized format. Such images and datasets are widely available from Google Earth, NASA Earth Observatory, or the USDA cropland data layer, to name a few. Computer vision techniques can differentiate the arable land on a field from obstructions (such as roads, buildings, trees, and ponds) and store those pixels in a list (TOMBE, 2020; Akbari et al., 2021). This process is shown in Fig. 1D.

In all cases, it is important to note the physical dimensions that a single pixel represents. It should also be noted that because each method requires discretization of the field, the results are approximations whose accuracy increases proportionally to the number of pixels used.

2.2. Optimized sensor placement

The optimal layout of sensors in an agricultural field is achieved when, using the fewest number of sensors possible, all points in the field are statistically represented by the data collected by sensors in that field. For a given sensor, the data collected from that sensor is statistically significant for all points within a radial distance equal to the half-variogram range of that sensor (Kerry et al., 2010). Thus, if one considers an agricultural field as a two-dimensional collection of pixels described previously, one can model sensors as circles with a radius equal to the half-variogram range. Using this definition for optimal sensor placement, the problem is similar to the circle packing problem. Circle packing (or more broadly, “object packing”) is a well-researched area in mathematics that has many practical applications (Hifi and M’hallah, 2009). Object packing aims to fit as many of some objects within a domain as possible without any overlap between the objects. There are several algorithms that aim to optimize object packing, such as random sequential addition (Widom, 1966), the Metropolis algorithm (Metropolis et al., 1953), and various particle growth schemes (Donev et al., 2005a,b). The limit of packing efficiency for equal-size circles in two dimensions is about 91% for a hexagonal grid (Steinhaus, 1999). While circle-packing nearly describes the model problem, there is one major caveat: no physical justification prevents the circles (sensors) from overlapping. This ‘soft boundary’ makes it possible to achieve 100% coverage of the domain by allowing overlap. If the only objective was to maximize the effective areal coverage of
The outcome of this algorithm is that sensors are placed throughout the field such that sensors are placed in the largest gaps between sensors. This is done by incrementing the acceptable distance between sensors by a small amount, then making many attempts at placing sensors. This is done by superimposing a uniform grid of pixels over the field and appending all pixels whose coordinates are within the radius of the pivot arm to a list of field pixels. In this case, pixel $\alpha$ has a ray that passes through a single boundary line, while pixel $\beta$ has a ray that passes through five boundary lines. In this case, pixel $\alpha$ has a ray that passes through a single boundary line, while pixel $\beta$ has a ray that passes through five boundary lines.

The SGR algorithm was developed and applied to place sensors within the field to minimize the overlap of each sensor's coverage radius. The general process is as follows:

1. **INITIALIZE**: Select a random pixel in the field and place a sensor there.
2. **GENERATE**: Select a random pixel in the field.
3. **TEST**: Check to see if a sensor placed at that pixel would overlap with any other sensor already placed in the field. If not, append that pixel to the list of placed sensors within the field.
4. **SCORE**: Compute the score of the design.
5. **ITERATE**: If the score is below the threshold, iterate through the algorithm.

The flowchart for this algorithm is shown in Fig. 2A, and a schematic depicting the evolution of sensor placement in an arbitrary field shape is shown in Fig. 2B.

### 2.3. Data sampling

To make informed decisions about allocating resources for treating the soil, one must sample or collect the soil sensor data periodically throughout the growing season. When deployed, soil sensors are partially or completely buried under the soil using common farming equipment such as post augers or portable excavators. Depending on the design of the sensor, there are several ways that the data might be communicated. One method would be through a hardwire connection, such as a USB or Serial cable. An underground cable network would interfere with regular farming activities, but the sensors could be sampled by temporary connecting through a data port. However, this would require a data-reading device to come into direct contact with the sensor and a moderate level of precision to plug into the port. A simpler data transfer solution is integrating a transceiver into the sensor and transmitting the data wirelessly using RFID, Bluetooth Low Energy (BLE), Wi-Fi, or similar technologies. In this case, the data-reading device would only need to be within the transmission radius of the sensor to sample the sensor data. Generally speaking, the cost and complexity of the sensor increase dramatically as the transmission radius increases. For the technology to be practical for agricultural field operations, the associated costs of the sensor need to be minimal, so short-range transmission technologies are more feasible at scale (Deng et al., 2020).

There are several options one can choose to sample the sensor data. One option is using ground machinery (e.g. tractors) fitted with readers to receive sensor data as it traverses above them. Tractors are well suited to traverse through muddy or uneven ground, however, they can become costly as the fuel economy of such ground machinery can be poor. For a typical Fendt 1050 tractor model, the diesel consumption can be eight gallons per hour, and covering a large agricultural field may take the majority of a day (Hoy, 2021). This is not to mention the cost of a manned operator. A much more attractive option would be to incorporate unmanned vehicles, such as unmanned aerial vehicles (UAVs) or unmanned ground vehicles (UGVs). Unmanned vehicles typically have lower energy consumption than typical ground farm machinery and, as the name suggests, operate remotely, minimizing labor and operational costs. There are important distinctions to make between deploying ground-based and air-based vehicles. UGVs can typically withstand a larger range of weather conditions than UAVs but are limited to driving along the field rows to avoid damaging the crops. On the other hand, UAVs can traverse directly from sensor to sensor above the crop canopy. Because the energy consumption of small UAVs and UGVs are similar, the ability to traverse freely throughout a field makes UAVs more energy-efficient than UGVs. Assuming the soil sensors have a wireless transceiver integrated, the UAVs can sample data from the sensor from anywhere within the transmission radius, meaning the UAVs' positioning around the sensor does not have to be precise, and slight perturbations to the UAVs' position caused by weather will have a minor effect on the overall performance.

It is possible that a coordinated effort of multiple drones can further reduce the time and energy required to sample data from each sensor in the field. Furthermore, it may be difficult for a single UAV to scan all sensors due to battery life limitations. For these reasons, a flight path optimization model was developed for single-drone and multi-drone swarms to investigate their trade-offs.

### 2.4. Flight path mapping

A robust agent-based model was developed that generates flight paths for each drone within a swarm to scan all sensors within a simulated agriculture field. The simulations determine each drone's aerial route for optimal flight path planning (Zohdi, 2019; Mueller...
Each drone within the simulated framework, referred to as an ‘agent’, has unique characteristics that determine how it interacts with its surroundings, such as its environment and other drones. These characteristic parameters take inspiration from the physics of molecular dynamics, where each agent is modeled as a point-mass particle that is attracted and repelled by other objects within the system (Zohdi, 2021b). The framework inputs are the field’s shape, the number of agents, and the sensor locations (targets). Depending on the field characteristics, the simulation will output several suggestions of each drone’s trajectory. Agents follow the simplified assumptions:

- The effects of buoyancy, lift, drag, and gravity are of secondary importance and may be neglected.
- The agents may propel themselves in any direction in 3D space.
- The effects of buoyancy, lift, drag, and gravity are of secondary importance and may be neglected.
- The agents may be idealized as point masses.
- The agents know the locations of all targets, obstacles, and other agents.

This framework is modeled in a fixed Cartesian basis in \( e_1, e_2, \) and \( e_3 \), where the position \( r \), velocity \( v \), and acceleration \( a \) of a drone are described as:

\[
\begin{align*}
  r &= r_1 e_1 + r_2 e_2 + r_3 e_3, \\
  v &= v_1 e_1 + v_2 e_2 + v_3 e_3, \\
  a &= a_1 e_1 + a_2 e_2 + a_3 e_3
\end{align*}
\]  

(2)

respectively. A schematic of this framework is shown in Fig. 3A.

The only force, \( F \), imposed on each agent, \( i \), is the agent’s propulsion, which is assumed to be of constant magnitude. Hence each agent’s equation of motion is described using Newton’s second law:

\[
m_i a_i = F_{p,i} = \Gamma n^*_i.
\]

(3)

where \( m_i \) is the agent’s mass, \( a_i \) is the agent’s acceleration, and \( n^*_i \) is the agent’s propulsion vector.

The distance between an agent and other agents or sensors (hereafter referred to as ‘objects’) is imperative to calculate the propulsion vector \( n^*_i \). At each time step, the model calculates the Euclidean distance between objects, defined between agent \( i \) with position \( r_i \) and another object \( j \) in the system at \( A_j \), as:

\[
d_{ij} \overset{\text{def}}{=} ||r_i - A_j|| = \sqrt{(r_{i1} - A_{j1})^2 + (r_{i2} - A_{j2})^2 + (r_{i3} - A_{j3})^2}.
\]  

(4)

The distance between an agent and other objects influences the magnitude of the attraction repulsion force it has towards that particular object; Distant objects should have a weaker influence than near objects. Therefore, an exponentially decaying function is used to calculate the interaction vector between an agent and an object:

\[
\vec{n}_{i \rightarrow j} = (w_{att} e^{\epsilon_{att}d_{ij}} - w_{rep} e^{\epsilon_{rep}d_{ij}}) \vec{n}_{i \rightarrow j}.
\]  

(5)

where \( w_{att} \) and \( \epsilon_{att} \) are the weight and exponential decay coefficients of the attraction term, and \( w_{rep} \) and \( \epsilon_{rep} \) are the weight and exponential decay coefficients of the repulsion term, respectively. \( \vec{n}_{i \rightarrow j} \) is calculated for each type of object within the system, therefore agents and sensors will have their own values associated with \( w_{att}, \epsilon_{att}, w_{rep} \), and \( \epsilon_{rep} \). The direction \( \vec{n}_{i \rightarrow j} \) is the unit normal vector in the direction of the object \( j \) relative to agent \( i \) and is given by:

\[
\vec{n}_{i \rightarrow j} = \frac{A_j - r_i}{||A_j - r_i||}.
\]  

(6)

Generally, a larger attraction term relative to the repulsion term causes net propulsion towards sensor objects. The total interaction vector between agent \( i \) and all objects of a particular type is the sum of all their interaction vectors, such as those shown in Fig. 3B.
If an agent is within a ‘crash radius’ of another agent, both will be removed from the domain.

5. **ITERATE:** If there are unscanned sensors in the domain, iterate through the algorithm.

The magnitude and range of the interactive vectors between the agents and the targets were varied to optimize the flight paths, and the results were simulated. In this simulation, the number of mapped sensors were maximized while flight time and the number of collisions were minimized. Written as a cost function:

\[
\Pi = W_1 \frac{N_{\text{sensors}} - N_{\text{mapped}}}{N_{\text{sensors}}} + W_2 \frac{t_{\text{actual}}}{t_{\text{max}}} + W_3 \frac{N_{\text{crashed}}}{N_{\text{drones}}}
\]

where \(N_{\text{sensors}}\) is the total number of sensors in the field, \(N_{\text{mapped}}\) is the number of sensors that were mapped by the drones, \(t_{\text{actual}}\) is the time it takes for the drones to map the sensors, \(t_{\text{max}}\) is the maximum allowed time for the mapping to take place, \(N_{\text{drones}}\) is the number of drones in the swarm, and \(N_{\text{crashed}}\) is the number of drones that crashed into one another during the simulation. \(W_1\), \(W_2\), and \(W_3\) are the user-defined weights given to each cost term.

A genetic algorithm was employed to minimize the cost function, using the magnitude and range of the interaction vectors as the design strings.

3. Computational model

3.1. Digital expression of an agricultural field

The two-dimensional problem for an agricultural field in a geographic coordinate system was encoded. First, the domain of the problem is expressed as \(D_i\), a \(N_{dp} \times 2\) vector of values where \(N_{dp}\) is the number of pixels within the domain of consideration and the two columns are the longitudinal and latitudinal coordinates, respectively. Similarly, the agricultural field is expressed as \(F\), a \(N_{fp} \times 2\) vector of values where \(N_{fp}\) is the number of pixels within the bounds of the field and the two columns are the longitudinal and latitudinal coordinates, respectively.

3.2. Optimized sensor placement

Sensor optimization throughout a field is achieved using the SGR algorithm. The algorithm is as follows:

1. **INITIALIZE:** For a given vector of field pixels, \(F\), select a random pixel within it and append it to \(S\), a \(N_{\text{sensors}} \times 2\) vector of sensor coordinates, where \(N_{\text{sensors}}\) is the number of sensors in the field.

2. **GENERATE:** Select a random pixel, \(P = (p_x, p_y)\), within the field \(F\).

3. **TEST:** For all \(S_i\), where \(S_i = (s_x, s_y)\), if \(\|P - S_i\| \geq R_{\text{vic}}\), where \(R_{\text{vic}}\) is the half-variogram range of the sensor, then append \(P\) to \(S\).

4. **SCORE:** Calculate fitness as the ratio of \(N_F\) to \(N_{fp}\) where \(N_F\) is the number of pixels within distance \(R\) from any sensor pixel \(S_i\); \(\Pi(A) = \frac{N_F}{N_{fp}}\).

5. **ITERATE:** If \(\Pi \leq TOL\), loop to Step 2.

The algorithm’s speed can be further increased by incorporating a spatial hash. Spatial hashing is further discussed in the Supplementary Material.

3.3. Flight path mapping

The algorithm for optimizing the system parameters for flight paths for each drone is as follows:
1. **POPULATION GENERATION:** For a given number of drones, \( N_{drones} \), randomly generate a population of \( G \) genetic strings, \( A' \), (i = 1, 2, 3, …, G):

\[
A' \equiv \{A'_1, A'_2, A'_3, \ldots, A'_G\} = \{A_1, A_2, A_3, \ldots, A_G\}
\]

\[
A_i \equiv \{w_{att}, w_{sens}, c_{att}, c_{rep}\}
\]

2. **PERFORMANCE EVALUATION:** Compute fitness of each string, \( H(A'_i) \), (i = 1, …, G):

\[
H(A'_i) \equiv W_1 \frac{N_{sensors} - N_{mapped}}{N_{sensors}} + W_2 \frac{t_{max}}{t_{act}} + W_3 \frac{N_{replaced}}{N_{sensors}}
\]

3. **RANK:** Rank each string based on their cost output \( H \), where Rank 1 is the best performing design string that produced the lowest cost and Rank G the worst performing string:

\[
H(A'_i), i = 1, \ldots, G
\]

\[
H(A_1) \leq H(A_2) \leq \cdots \leq H(A_G)
\]

4. **MATE:** Mate design strings to produce offspring:

\[
A' \equiv \Phi(1)A' + (1 - \Phi(1))A'+1
\]

where \( 0 \leq \Phi \leq 1 \)

5. **GENE ELIMINATION:** Eliminate poorly performing genetic strings, keep top parents and generated offspring

6. **POPULATION REGENERATION:** Repeat the process with the new gene pool and new random genetic strings

This process is repeated until the performance of a genetic string, \( H(A'_i) \), falls below the tolerance limit, indicating that the cost function has been minimized. The minimization of the cost function \( H \) is guaranteed to be monotone with increasing generations if the parent strings are retained, i.e., \( H(A_{opt,1}) \geq H(A_{opt,1+1}) \), where \( A_{opt,1} \) and \( A_{opt,1+1} \) are the best genetic strings from generations \( I + 1 \) and \( I \), respectively. If one does not retain the parents in the algorithm above, it is possible that inferior-performing offspring may replace superior parents. Thus, top parents were kept for the subsequent generation.

4. **Simulation**

Digital expressions of four types of agricultural fields were generated to show the flexibility and range of the SGR sensor placement method. First, a 50-ha circular field with a half-mile (400 m) radius was generated. Second, a rectangular-shaped 93-ha field was generated. Third, a 22-ha field with straight and curved boundaries was generated. Finally, a field from an image of pixels was generated. For all simulations, the pixel size was set to one square meter.

Next, for each field type, optimal sensor placement was found using the SGR algorithm with 40 m as the half-variogram range, which is a conservative value for soil nitrate (Longchamps and Khosla, 2017; Cao et al., 2012).

The optimized locations of soil sensors in a center-pivot irrigation field were then inserted into the agent-based model to determine flight paths for UAV drone swarms of varying sizes. The simulation parameters are shown in Table 1. In this simulation, the transmission radius of the sensors was assumed to be 2 m, corresponding to the transmission radius of an RFID tag, which has been shown recently in other agricultural monitoring applications (Deng et al., 2020; Hardin et al., 2022).

To test the hypothesis that a swarm of drones would outperform a single drone, the simulation was executed for swarm sizes of 1–8 drones.

5. **Results and discussion**

The placement of sensors determined by the SGR algorithm is shown in Fig. 4A–D. In Fig. 4A, the placement of sensors in a circular field with a 400 m radius — which is a common length for a center-pivot irrigation arm (Evans, 2001) — was determined. Fig. 4B shows the optimal placement of sensors for a rectangular farm field with dimensions corresponding to the average small-family U.S. farm (MacDonald et al., 2013). As of 2017, small family farms make up 89% of farms in the U.S. (Hellerstein and Vilorio, 2019). Fig. 4C demonstrates that the SGR algorithm could adapt and generate sensor placement for an arbitrary field shape defined by several boundary points. In Fig. 4D, the SGR algorithm distributed sensors in a field generated from a digital image. The sensors were efficiently placed such that they cover all of the pixels of the image while ignoring the islands of non-field pixels, such as those in the ‘a’ and ‘l’. In real-world applications, this image could be captured from satellite imagery, such as those available on Google Earth, ArcGIS, or other publicly available data sets.

A hexagonal-grid sensor distribution scheme is shown in Fig. 4E–H. Hexagonal packing is the most efficient packing method known to date, and circles can be packed in two dimensions to completely cover an area when staggered by a distance of \( R/\sqrt{3} \) in the x-direction and \( 2R \) in the y-direction.

The field coverage for varying numbers of sensors for the SGR and hexagonal-packing schemes are shown in Fig. 4I–L. The SGR algorithm outperformed the efficient hexagonal-grid distribution scheme when less than 95% of the field is covered for the circular and rectangular field types. In the case of total field coverage, however, the hexagonal-packing method could cover the entire field with fewer sensors. This is because the SGR algorithm prioritizes maximizing field coverage at each step, making it superior to other distribution schemes when the domain is sufficiently spacious. However, if the field shape is relatively simple and total coverage is needed, then the hexagonal-packing approach outperforms SGR because the entire field area can be covered with fewer sensors. Distributing sensors this way could have other benefits during field operations. Sensor distribution and maintenance would be simpler than the SGR placement approach, which requires a calibrated GPS and field map for the sensors’ initial placement and subsequent maintenance events. As the complexity of the field becomes high, however, the SGR algorithm becomes preferential to the hexagonal-packing method. The number of sensors required to cover the user-defined boundary type field shown in Fig. 4C and G was the same. For the field generated from an image in Fig. 4D and H, the SGR algorithm outperformed the hexagonal packing scheme for any number of sensors, as shown in Fig. 4L, and required only 52 sensors to completely cover the field compared to 59 for the hexagonal packing method.

To validate that UAVs operating with optimized flight paths are more energy efficient than a traditional sweeping method or a UGV, the paths for all three were simulated for a 400 m center pivot irrigation field with sensors distributed using the SGR algorithm, shown in Fig. 5. Fig. 5A shows the path for a UGV, which is constrained to traversing through the concentric crop rows to avoid damaging the growing crop. Row spacing varies, though it is typically around 0.5–0.75 m for corn and generally less for smaller row crops. Since this is less than the transmission radius of the sensors, the UGV does not have to traverse every row of the field. Instead, the effective row spacing was set to 4 m to minimize the number of concentric sweeps performed by the UGV, resulting in a 59.6 km path. If the sensors were paired with a stronger transceiver — such as a BLE or WiFi module — than the UGV would be able to skip more rows with each concentric sweep. However, the cost of such modules is prohibitive, and an economic analysis motivating the use of RFID is presented in the Supplementary Materials. Fig. 5B shows the flight path for a UAV scanning the sensors using a traditional sweeping method. Because of the short transmission radius, the UAV has to make tight turns to reach all of the sensors, making for a 63.9 km
Table 1
Flight path simulation parameters.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Type</th>
<th>Units</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{field}$</td>
<td>Scalar</td>
<td>m</td>
<td>400</td>
<td>Radius of the center-pivot irrigation field</td>
</tr>
<tr>
<td>$R_{hvr}$</td>
<td>Scalar</td>
<td>m</td>
<td>2</td>
<td>Sensor transmission radius</td>
</tr>
<tr>
<td>$N_{drones}$</td>
<td>Scalar</td>
<td>None</td>
<td>1–8</td>
<td>Number of drones in the simulation</td>
</tr>
<tr>
<td>$W_i$</td>
<td>Scalar</td>
<td>None</td>
<td>[1, 10]</td>
<td>Search bounds of interaction weight for agents</td>
</tr>
<tr>
<td>$c_{attr}$</td>
<td>Scalar</td>
<td>None</td>
<td>[0, 1]</td>
<td>Search bounds for attraction term weight coefficient</td>
</tr>
<tr>
<td>$c_{rep}$</td>
<td>Scalar</td>
<td>None</td>
<td>[0, 1]</td>
<td>Search bounds for repulsion term weight coefficient</td>
</tr>
<tr>
<td>$F_{max}$</td>
<td>Scalar</td>
<td>N</td>
<td>100</td>
<td>Drone magnitude of propulsion force</td>
</tr>
<tr>
<td>$m$</td>
<td>Scalar</td>
<td>kg</td>
<td>5</td>
<td>Drone mass</td>
</tr>
<tr>
<td>$v_{max}$</td>
<td>Scalar</td>
<td>m/s</td>
<td>10</td>
<td>Drone max velocity</td>
</tr>
<tr>
<td>$R_{crash}$</td>
<td>Scalar</td>
<td>m</td>
<td>2</td>
<td>Crash radius</td>
</tr>
<tr>
<td>$W_1$</td>
<td>Scalar</td>
<td>None</td>
<td>0.6</td>
<td>Cost function weight associated with mapping sensors</td>
</tr>
<tr>
<td>$W_2$</td>
<td>Scalar</td>
<td>None</td>
<td>0.1</td>
<td>Cost function weight associated with mapping speed</td>
</tr>
<tr>
<td>$W_3$</td>
<td>Scalar</td>
<td>None</td>
<td>0.3</td>
<td>Cost function weight associated with crashed drones</td>
</tr>
<tr>
<td>$T_{OL}$</td>
<td>Scalar</td>
<td>None</td>
<td>0.05</td>
<td>Cost tolerance for GA</td>
</tr>
</tbody>
</table>

Fig. 4. Sensor placement using the (A–D) SGR algorithm and (E–H) hexagonal grid distributions using a 40 m half-variogram range as the effective sensing radius for various field types. The orange circular markers indicate the sensor coordinates, and the black ring around the sensor indicates the half-variogram range that the sensor covers. (A–D) Sensor placement for a circular field, rectangular field, user-defined boundary, and fields generated from an image using the SGR algorithm. (E–H) Sensor placement for a circular field, rectangular field, user-defined boundary, and fields generated from an image using a hexagonal grid spacing. (I–L) Plots of the effective field coverage for a given number of sensors corresponding to the field types above. The black curve is the field coverage for a distribution using the SGR algorithm, while the red line is for the hexagonal distribution.

flight path, which is even longer than the UGV. Finally, the optimized flight path for a single UAV is shown in Fig. 5C. When the agent-based optimization model is applied, the total path length is reduced to 11.4 km. While the agent-based method is more energy efficient than the traditional sweeping method, the comparison is more difficult to make against the case of UGVs, which consume power at a different rate than UAVs. The energy consumption of the three scenarios was calculated from the path lengths and the average power of the vehicles while neglecting the impact of start-stop behavior and turning. The total energy consumed to scan all of the sensors in the field was 165 kWh for UGVs, 0.32 kWh for UAVs performing a traditional sweep, and 0.06 kWh for UAVs with optimized flight paths.

To determine the ideal number of drones to use for sampling data from the distributed sensors, flight paths for swarms of $n = 1–8$
Fig. 5. Comparison of different data sampling strategies in a 400 m radius center-pivot irrigation field. (A) Manned or unmanned ground vehicles are restricted to traversing crop rows to prevent damaging the crops, which are radial in a center-pivot irrigation field. (B) A UAV performing a traditional sweep scan must execute tight sweeps to scan all the sensors. (C) A UAV with an optimized flight path has a significantly shorter path than the other sampling options making it the most energy efficient.

Drones were simulated. The optimized flight paths for the varying-sized swarms are shown in Fig. 6, and the total flight path length and flight time are shown in Fig. 7. Fig. 6A shows the flight path of a single agent. Fig. 6B and C show the flight paths for two and three agent swarms, respectively. In both cases, the agents frequently crossed each other’s paths. As swarm size increases, such as for four agent swarms shown in Fig. 6D, the agents crossed paths less, and each agent subdivided the field into its own sections to scan the sensors within it, which is generally more efficient and less prone to accidental crashes in the event of interference or GPS malfunction. For swarms with five or more sensors, as shown in Fig. 6E–H, more overlapping occurred as agents began to compete over the same sensors. These results may also depend on each drone’s initial starting position. The agents in this example were placed at the edge and linearly spaced along the width of the domain. However, one may choose to have the agents start along the circumference of the field, somewhere within the field, or from a single point. A staggered start time would also vary the flight path recommendations.

The benefits of employing a multi-agent swarm of drones are highlighted in Fig. 7 where a different color indicates each agent’s total energy consumed on the stacked bar chart. As the number of agents increases, the time required to map all the sensors decreases. Meanwhile, as the number of drones in the swarm increased, their individual flight path lengths decreased while the total flight path remained relatively consistent for all simulated swarm sizes. The distance traveled can be
correlated with the amount of fuel or battery power a drone consumes, meaning that a swarm of drones uses a comparable amount of energy as a single drone, but performs the scan much faster.

To further analyze the trade-offs in swarm size, the drones’ energy expenditure per sensor scanned as a function of swarm size was examined, as shown in Fig. 8. As the number of agents increased, the total average energy consumption per sensor scanned did not significantly change. This agrees with Fig. 7, which shows that the total flight path to scan all of the sensors in the field also did not significantly change when the number of drones was increased. However, the variance of the energy consumption per sensor scanned increased as the number of drones increased. When inspecting the simulations, it was found that this was primarily caused by a scenario where several agents would ‘race’ to scan the same sensor. Then, once that sensor was scanned and removed from the domain, the same agents would often continue to race one another for subsequent sensors. This ‘leader–follower’ behavior is wasteful as the agents consume energy, thus creating more conflict between agents instead of collaboration. Four was the optimal number of drones for this scenario because it was the fastest scan that did not demonstrate ‘leader–follower’ behavior.

The flight paths for a four-agent drone swarm in a 400 m radius center-pivot irrigation field are shown in Fig. 9. Starting from the edge of the simulated domain, the agents traversed through the center-pivot irrigation field and sampled the distributed sensors, as seen in Fig. 9A and B. Initially, the drones seek out the nearest sensors as because they have the strongest interaction force. However, as the flight paths continued to develop (as in Fig. 9C–F) the number of unscanned sensors dwindled, and the relative attraction strength of more distant sensors grew. This continued until the last sensor was scanned, as shown in Fig. 9G, and the drones returned to their initial positions.

Because the flight paths are optimized using a genetic algorithm and the initialization is random, the outcome could theoretically be different every time the simulation is executed, even when the same parameters are used. Table 2, for example, shows the optimal parameters for the top three performing design strings when the four-drone condition was simulated. For parameters such as $c_{\text{agent}}$, which is the exponential decay coefficient for the repulsion term emitted by the agent, the ‘optimal value’ is practically the same for each design string. Meanwhile, for other parameters, such as $c_{\text{sensor}}$, the value varies by about one-third of the search bounds across the design strings. While it may seem like this indicates that the output is unstable, when the flight paths of the top-performing design strings are simulated, as shown in Fig. 10, it becomes evident that only minor differences exist between the resulting flight paths. This is because genetic algorithms excel at solving highly multivariate problems quickly. Furthermore, the similarities between the top three flight paths indicate the robustness of the solution.

6. Conclusions

For any agricultural field geometry, the proposed SGR algorithm maximizes the coverage of an agricultural field with fewer sensors than a grid-based distribution in most cases. The proposed multi-agent flight path mapping can effectively and efficiently generate flight paths for variable numbers of drones to scan all sensors. Thus, a crop grower could use the algorithms described in this paper to determine the optimal placement of soil sensors inside their own field, the ideal number of drones to sample data from the sensors, and their flight paths. This framework can be adopted for variable-rate irrigation applications to maximize crop yield and minimize environmental pollution.

The aforementioned framework was used to determine the optimal placement of sensors for a 400 m radius center-pivot irrigation field and simulated the flight paths of drone swarms of varying sizes. Four drones provided the best balance between energy efficiency and flight time for the simulated scenario. Using multiple drones also significantly...
decreased the amount of the total time it takes to complete the sensor scanning task within the field compared to a single drone. The drone flight path mapping shown here does not account for topological features or weather conditions. Further extensions of this framework include adding variations in terrain height and additional outside forces such as wind drag synced with weather data, to obtain a more accurate framework for digital twin capabilities. Agricultural drone flight path mapping applications are not limited to reading sensors. Recently, drones in precision agriculture have taken a more physical role, such as aerial application of fluids, solids, and biological control agents. In 2015, the Federal Aviation Administration approved the first crop-dusting drone capable of spraying pesticides with tanks weighing more than 55 lbs. This approval allowed the rapid deployment of drones to spray soil amendments and seeds to precise areas indicated by the soil-embedded sensors, reducing the amount of irrigation runoff and seeds dispensed in unwanted areas. The flight path model could also be modified for tasks such as orchard harvesting, where the drone is programmed to collect fruits or nuts from trees and deposit them into boxes.
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Table 2

Optimal parameters for the top three performing design strings for flight paths of four drones.

<table>
<thead>
<tr>
<th>( W^c )</th>
<th>( W^w )</th>
<th>( \alpha^c )</th>
<th>( \alpha^w )</th>
<th>( c^r )</th>
<th>( c^g )</th>
<th>( c^s )</th>
<th>( c^t )</th>
<th>( c^r )</th>
<th>( c^g )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.38897</td>
<td>6.60861</td>
<td>0.38679</td>
<td>0.34980</td>
<td>0.41784</td>
<td>0.73018</td>
<td>0.28894</td>
<td>0.48590</td>
<td>0.69733</td>
<td>0.32812</td>
</tr>
<tr>
<td>2.36833</td>
<td>3.69574</td>
<td>0.36072</td>
<td>0.32646</td>
<td>0.35214</td>
<td>0.78264</td>
<td>0.29032</td>
<td>0.48498</td>
<td>0.72134</td>
<td>0.33702</td>
</tr>
<tr>
<td>2.42084</td>
<td>6.98402</td>
<td>0.39193</td>
<td>0.54399</td>
<td>0.69210</td>
<td>0.67569</td>
<td>0.27516</td>
<td>0.48624</td>
<td>0.68220</td>
<td>0.32287</td>
</tr>
</tbody>
</table>

Fig. 10. Flight paths for the top three performing design strings for a four-agent swarm in a 400 m radius center-pivot irrigation field.
