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Abstract The objective of this paper is to develop a com-
putational model and corresponding solution algorithm to
enable rapid simulation of laser processing and subsequent
targeted zonal heating of materials composed of packed, dis-
crete, particles. Because of the complex microstructure, con-
taining gaps and interfaces, this type of system is extremely
difficult to simulate using continuum-based methods, such
as the Finite Difference Time Domain Method or the Fi-
nite Element Method. The computationally-amenable model
that is developed captures the primary physical events, such
as reflection and absorption of optical energy, conversion
into heat, thermal conduction through the microstructure
and possible phase transformations. Specifically, the fea-
tures of the computational model are (1) a discretization of
a concentrated laser beam into rays, (2) a discrete element
representation of the particulate material microstructure and
(3) a discrete element transient heat transfer model that ac-
counts for optical (laser) energy propagation (reflection and
absorption), its conversion into heat, the subsequent conduc-
tion of heat and phase transformations involving possible
melting and vaporization. A discrete ray-tracking algorithm
is developed, along with an embedded, staggered, iterative
solution scheme, which is needed to calculate the optical-
to-thermal conversion, particle-to-particle conduction and
phase-transformations, implicitly. Numerical examples are
given, focusing on concentrated laser beams and the ef-
fects of surrounding material conductivity, which draws heat
away from the laser contact zone, thus affecting the targeted
material state.

T.I. Zohdi
Department of Mechanical Engineering, University of California,
Berkeley, CA 94720-1740, USA

1 Introduction: Laser Processing of Particulate
Materials

1.1 Motivation

In order to meet the specifications demanded by new prod-
ucts, novel additive manufacturing techniques which involve
processing of high-density particle-laden materials, are be-
ing developed. Examples include particulate spray coatings,
particle-laden ink deposition of printed electronics and com-
pacted particulate powders.1 Many of these techniques in-
volve laser-driven thermal processing, such as sintering, an-
nealing, melting, drilling, polishing and ablation, which is
achieved by melting and vaporization of the discrete partic-
ulate materials when they are packed together.

Because of the monochromatic and collimated nature of
lasers, they are an attractive way to post-process (anneal,
bond, drill, cut, etc.) powdered materials, in particular with
beam pulsing. The upper bound for the power of a typical in-
dustrial laser is approximately 6000 W. Typically, the initial
beam produced is in the form of collimated (parallel) rays
that are 1–2 mm apart, which are then focused with a lens
onto a small focal point (approximately 50 mm away) of
no more than about 0.000025 m in diameter. As the material
changes phase from solid to liquid, its absorptivity increases,
thus increasing the depth of the cut/hole. While this is the
primary way a laser is used in cutting materials, variants in-
clude reactive cutting where the laser is used as an ignition
source for a flame or thermal stress cracking whereby large
thermal gradients are induced causing thermal expansion,
stresses and fracture. It is important to note that pulsing the
laser (as opposed to a continuous beam) to control the heat

1There are a large variety of deposition techniques, and we refer the
reader to the surveys of the state of the art found in Martin [32, 33].
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affected zone is important when heating the whole piece is
undesirable.2 In summary, because of the extremely tight
profit margins and short turn-around times in manufactur-
ing of new materials, there is an industrial need for numeri-
cal simulation of laser post-processing of particulate based-
materials, in order to reduce and guide time-consuming ex-
periments.

Remark 1 Over fifty percent of the raw materials handled in
industry appear in particulate form during the various stages
of processing. Consistent, high-quality, particles for man-
ufacturing processes can be produced in a variety of ways,
such as: (a) sublimation from a raw solid to a gas, which con-
denses into particles that are recaptured (harvested), (b) at-
omization of liquid streams into droplets by breaking jets
of metal, (c) reduction of metal oxides and (d) comminu-
tion/pulverizing of bulk material.

Remark 2 There has been a huge increase in the use of
print-based manufacturing using particle-laden inks, which
require rapid laser-induced curing, particularly for printed
electronics applications on flexible foundational substrates,
such as flexible solar cells and smart electronics. Towards
the end of this paper, more applications will be discussed in
these emerging areas.

1.2 A Qualitative Descriptions of Laser Processing

In order to make somewhat coarse, qualitative, estimates of
the strength of a laser needed to induce a specified temper-
ature change, consider a single lumped mass model for a
sample of material shown in Fig. 1 (inside the dashed lines),
between two temperature controlled walls. We consider a
constant energy input (absorbed irradiance, I abs per unit
area) and conduction at the two walls, given by a heat flux
Q = 2KAc

L
(θw − θ), yielding

mCθ̇ = I absAb + 2
KAc

L
(θw − θ), (1.1)

where K is the conductivity, Ab is the area of the beam, Ac

is the effective contact area, L is a length-scale parameter
for conduction, θ is the sample’s temperature and θw is the
wall temperature. The solution is (θ(t = 0) = θw)

θ(t) = θw + I absAbL

2KAc

(
1 − e− 2KAct

mCL
)
. (1.2)

Two extreme cases are:

• Highly conductive walls (surroundings to the target zone):
K → ∞, θ(t) = θw , where the conductive losses are in-
stantaneous. This will draw heat away from the targeted
processing zone.

2In addition, there can be possible concerns with overheating the laser
device itself.

Fig. 1 A laser pulse applied to a plug of material

• Poorly conductive walls (surroundings to the target zone):

K → 0, θ(t) = θw + IabsAbt
mC

, where the conductive losses
are zero. This will trap (maximize) heat in the targeted
processing zone.

Our goal is to develop a computational tool by assembling
relatively simple, physically meaningful, models directly at
the particle-scale, for many interacting particles, in order to
allow for much more refined estimates of the resulting over-
all system temperature and, ultimately, its change of phase
from a solid, to a liquid to a gas. This will help guide the
proper selection of the laser intensity, duration, etc.

1.3 Objectives of This Work

This work develops a computational model and correspond-
ing solution algorithm for the rapid simulation of the laser
processing and targeted localized heating of materials com-
posed of discrete particles that are packed together. Such
materials possess a complex microstructure which contains
gaps and interfaces. This type of process is extremely dif-
ficult to simulate using continuum-based methods, such as
the Finite Difference Time Domain Method or the Finite El-
ement Method. The model (components of which are shown
in Fig. 2) that is developed captures the main physical ef-
fects. The features of the computational model are (1) a dis-
cretization of a concentrated laser beam into rays, (2) a dis-
crete element representation of the particulate material mi-
crostructure and (3) a discrete element transient heat transfer
model that accounts for optical (laser) energy propagation
(reflection and absorption), its conversion of into heat, the
subsequent conduction of heat and phase transformations,
involving melting and vaporization. A discrete ray-tracking
algorithm is developed, along with an embedded, staggered,
iterative solution scheme, in order to calculate the optical-
to-thermal conversion, particle-to-particle conduction and
phase-transformations, implicitly. Numerical examples are
provided to illustrate the model and algorithm.

Remarks The characterization of the flow of concentrated
high-frequency energy, the irradiance, through compacted
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Fig. 2 Left: A laser pulse
applied to a powdered material.
Right: Control volume for heat
transfer, with an incident ray
that encounters an idealized
smooth particle scatterer

particulate systems is a key objective of this work. It is as-
sumed that the particles and surface features are at least an
order of magnitude larger than the wavelength of the inci-
dent electromagnetic radiation, therefore “geometrical” ray
tracing theory is applicable, and is well-suited for the sys-
tems of interest.

2 Propagation of Electromagnetic Energy

The interest here is on behavior of initially coherent beams
(Fig. 2), composed of multiple collinear (collimated) rays
(initially forming a planar wave front), where each ray is
a vector in the direction of the flow of electromagnetic
energy (the rays are parallel to the initial wave’s propa-
gation vector). Ray-tracing is a method that is employed
to produce rapid approximate solutions to wave-equations
for high-frequency/small-wavelength applications where the
primary interest is in the overall propagation of energy.3

Essentially, ray-tracing methods proceed by initially rep-
resenting wave fronts by an array of discrete rays. There-
after, the problem becomes one of an primarily geometric
character, where one tracks the changing trajectories and
magnitudes of individual rays which are dictated by the re-
flectivity and the Fresnel conditions (if a ray encounters a
material interface). Ray-tracing methods are well-suited for
computation of scattering in complex systems that are dif-
ficult to mesh/discretize, relative to procedures such as the
Finite Difference Time Domain Method or the Finite Ele-
ment Method and, therefore, they are frequently employed
by analysts in such situations. For review of the state-of-
the-art in industrially-oriented optics, see Gross [22]. The
next section characterizes ray propagation through particu-
late media, building on approaches found in Zohdi [50–52].

3Resolving diffraction (which ray theory is incapable of describing) is
unimportant for the applications of interest.

2.1 Electromagnetic Wave Propagation

The propagation of electromagnetic waves in free space can
be described by a simplified form of Maxwell’s equations

∇ × E = −μo

∂H

∂t
and ∇ × H = εo

∂E

∂t
, (2.1)

where ∇ · H = 0, ∇ · E = 0, E is the electric field intensity,
H is the magnetic flux intensity, εo is the free space permit-
tivity and μo is the free space permeability. Using standard
vector identities, one can show that

∇ × (∇ × E) = −μoεo

∂2E

∂t2
and

∇ × (∇ × H ) = −μoεo

∂2H

∂t2
,

(2.2)

and that

∇2E = 1

c2

∂2E

∂t2
and ∇2H = 1

c2

∂2H

∂t2
, (2.3)

where the speed of electromagnetic waves is c = 1√
εoμo

. All
electromagnetic radiation travels, in a vacuum, at the speed
c ≈ 2.99792458×108 ±1.1 m/s. In any another medium, for
electromagnetic waves, the propagation speed is v = 1√

εμ
,

where ε and μ are the electric permittivity and magnetic
permeability of that medium, respectively.4

2.2 Plane Harmonic Wave Fronts

Now consider the special case of plane harmonic waves, for
example of the form

E = Eo cos(k · x − ωt) and H = H o cos(k · x − ωt),

(2.4)

4The free space electric permittivity is εo = 1
c2μo

= 8.8542 ×
10−12 C N−1 m−1 and the free space magnetic permeability is μo =
4π × 10−7 Wb A−1 m−1 = 1.2566 × 10−6 Wb A−1 m−1.
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where x is an initial position vector to the wave front,
where k is the direction of propagation. For plane waves,
k · x = constant. We refer to the phase as φ = k · x − ωt ,
and ω = 2π

τ
as the angular frequency, where τ is the period.

For plane waves, the wave front is a plane on which φ is
constant, which is orthogonal to the direction of propaga-
tion, characterized by k. In the case of harmonic waves, we
have

k × E = μoωH and k × H = −εoωE, (2.5)

and k · E = 0 and k · H = 0. The three vectors, k, E

and H constitute a mutually orthogonal triad.5 The direc-
tion of wave propagation is given by E×H

‖E×H‖ . Electromag-
netic waves traveling through space carry electromagnetic
energy which flows in the direction of wave propagation.
The energy per unit area per unit time flowing perpendic-
ularly into a surface in free space is given by the Poynting
vector S = E × H .

2.3 Special Case: Natural (Random) Electromagnetic
Energy Propagation

Since at high-frequencies E, H and S oscillate rapidly, it
is impractical to measure instantaneous values of S directly.
Consider the harmonic representations in (2.4) which leads
to S = Eo ×H o cos2(k ·x −ωt), and consequently the aver-
age value over a longer time interval (T ) than the time scale
of rapid random oscillation,

〈S〉T = Eo × H o

〈
cos2(k · x − ωt)

〉
T = 1

2
Eo × H o, (2.6)

leading to the definition of the irradiance

I
def= 〈‖S‖〉T = 1

2
‖Eo × H o‖ = 1

2

√
εo

μo

‖Eo‖2. (2.7)

Thus, the rate of flow of energy is proportional to the
square of the amplitude of the electric field. Furthermore,
in isotropic media, which we consider for the remainder of
the work, the direction of energy is in the direction of S and
in the same direction as k.

2.4 Beam Decomposition into Rays

The appendix provides more details on the theory of ray rep-
resentations of electromagnetic waves. Since I is the energy
per unit area per unit time, if we multiply by the “cross-
sectional” area of the ray (Ar ), we obtain the energy asso-
ciated with an entire beam by multiplying the irradiance by
the cross-sectional area of a coherent beam, IAb , where Ab

is the cross-sectional area of the beam (comprising all of
the rays). The energy for a ray in the beam is then given by
IAr = IAb/Nr , where Nr is the number of rays in the beam
(Fig. 3).

5By combining the relations in (2.5) one obtains ‖k‖ = ω
c

.

Fig. 3 Decomposition of an incoming beam into idealized “rays”

Fig. 4 Reflection and absorption of an incoming ray

The angle between the point of contact of a ray (Fig. 4)
and the outward normal to the surface at that point is the an-
gle of incidence (θi ). The classical reflection law (“Snell’s
Law”) states that the angle at which the ray is reflected
is the same as the angle of incidence and that the incom-
ing (incident, θi ) and outgoing (reflected, θr ) rays lay in
the same plane, and that θi = θr . Furthermore, the refrac-
tion/absorption law states that, if the ray passes from one
medium into a second one (with a different index of refrac-
tion) and, if the index of refraction of the second medium
is less than that of the first, then the angle the ray makes
with the normal to the interface is always less than the an-
gle of incidence, where θa is the angle of the absorbed ray

(Fig. 4), n
def= c

v
=

√
εμ

εoμo
= sin θi

sin θa
, c is the propagation speed

in a vacuum and v is the propagation speed in the inci-
dent medium. By using the classical Fresnel equations, one
can also describe the changes in ray magnitude. For exam-
ple if we consider a ray incident upon a boundary separat-
ing two different materials, which produces a reflected ray
and an absorbed (refracted) ray (Fig. 2), the amount of in-
cident electromagnetic energy (Ii ) that is reflected (Ir ) is

given by the total reflectance R
def= Ir

Ii
, where 0 ≤ R ≤ 1e, R
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given by (2.25), for unpolarized electromagnetic radiation,
where n̂ is the ratio of the refractive indices of the ambi-
ent (incident) medium (ni ) and absorbing particle medium
(na), n̂ = na/ni , where μ̂ is the ratio of the magnetic per-
meabilities of the surrounding incident medium (μi ) and
absorbing particle medium (μa), μ̂ = μa/μi . Although we
will present a relatively general formulation, later we will
consider applications where the magnetic permeability is,
within experimental measurements, virtually the same for
both the surroundings and particle. In other words, later in
the work, we shall take μ̂ = 1 (μo = μi = μa) and, thus,

n̂ = na

ni
=

√
εaμa

εiμi
⇒ εaμa = (n̂)2εiμi ⇒ εa = (n̂)2εi , where

εi = εo.

Remark Specifically, the regimes of interest are where the
particle scatterers and surface features are larger than vis-
ible light rays: 3.8 × 10−7 m ≤ λ ≤ 7.2 × 10−7 m. Thus,
the particles in this analysis are assumed to possess diam-
eters larger than approximately 10−5 m (10 microns). For
particulate systems smaller than this, one can simply use
the ensuing results as qualitative guides. However, the range
of applicability of lasers is not limited to visible frequen-
cies. Other high frequency applications where the developed
model can be employed include UV-rays, X-rays, gamma
rays and correspondingly smaller particle scatterer sizes,
such as (a) regimes where the scatterers and surface features
are larger than ultraviolet rays (10−9 m ≤ λ ≤ 10−8 m),
(b) regimes where the scatterers and surface features are
larger than X-rays (10−11 m ≤ λ ≤ 10−9 m), and (c) regimes
where the scatterers and surface features are larger than
gamma-rays (10−12 m ≤ λ ≤ 10−11 m).

2.4.1 Reflection and Absorption of Energy-Fresnel
Relations

We consider a plane harmonic wave incident upon a plane
boundary separating two different materials, which pro-
duces a reflected wave and an absorbed (refracted) wave
(Fig. 2). Two cases for the electric field vector are consid-
ered: (1) electric field vectors that are parallel (‖) to the
plane of incidence and (2) electric field vectors that are per-
pendicular (⊥) to the plane of incidence. In either case, the
tangential components of the electric and magnetic fields
are required to be continuous across the interface. Consider
case (1). We have the following general vectorial represen-
tations

E‖ = E‖ cos(k · x − ωt)e1 and

H ‖ = H‖ cos(k · x − ωt)e2,
(2.8)

where e1 and e2 are orthogonal to the propagation direction
k. By employing the law of refraction (ni sin θi = na sin θa)
we obtain the following conditions relating the incident, re-

flected and absorbed components of the electric field quan-
tities

E‖i cos θi − E‖r cos θr = E‖a cos θa and

H⊥i + H⊥r = H⊥a.
(2.9)

Since, for plane harmonic waves, the magnetic and electric
field amplitudes are related by H = E

vμ
, we have

E‖i + E‖r = μi

μa

vi

va

E‖a = μi

μa

na

ni

E‖a
def= n̂

μ̂
E‖a, (2.10)

where μ̂
def= μa

μi
, n̂

def= na

ni
and where vi , vr and va are the

values of the velocity in the incident, reflected and absorbed
directions.6 By again employing the law of refraction, we
obtain the Fresnel reflection and transmission coefficients,
generalized for the case of unequal magnetic permeabilities

r‖ = E‖r
E‖i

=
n̂
μ̂

cos θi − cos θa

n̂
μ̂

cos θi + cos θa

and

a‖ = E‖a
E‖i

= 2 cos θi

cos θa + n̂
μ̂

cos θi

.

(2.11)

Following the same procedure for case (2), where the com-
ponents of E are perpendicular to the plane of incidence, we
have

r⊥ = E⊥r

E⊥i

=
cos θi − n̂

μ̂
cos θa

cos θi + n̂
μ̂

cos θa

and

a⊥ = E⊥a

E⊥i

= 2 cos θi

cos θi + n̂
μ̂

cos θa

.

(2.12)

Our primary interest is in the reflections. We define the re-
flectances as

R‖
def= r2‖ and R⊥

def= r2⊥. (2.13)

Particularly convenient forms for the reflections are

r‖ =
n̂2

μ̂
cos θi − (n̂2 − sin2 θi)

1
2

n̂2

μ̂
cos θi + (n̂2 − sin2 θi)

1
2

and

r⊥ =
cos θi − 1

μ̂
(n̂2 − sin2 θi)

1
2

cos θi + 1
μ̂
(n̂2 − sin2 θi)

1
2

.

(2.14)

Thus, the total energy reflected can be characterized by

R
def=

(
Er

Ei

)2

= E2⊥r + E2‖r
E2

i

= I‖r + I⊥r

Ii

. (2.15)

If the resultant plane of oscillation of the (polarized) wave
makes an angle of γi with the plane of incidence, then

E‖i = Ei cosγi and E⊥i = Ei sinγi, (2.16)

6Throughout the analysis we assume that n̂ ≥ 1.
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and it follows from the previous definition of I that

I‖i = Ii cos2 γi and I⊥i = Ii sin2 γi . (2.17)

Substituting these expression back into the expressions for
the reflectances yields

R = I‖r
Ii

cos2 γi + I⊥r

Ii

sin2 γi

= R‖ cos2 γi +R⊥ sin2 γi. (2.18)

For natural or unpolarized electromagnetic radiation, the an-
gle γi varies rapidly in a random manner, as does the field
amplitude. Thus, since
〈
cos2 γi(t)

〉
T = 1

2
and

〈
sin2 γi(t)

〉
T = 1

2
, (2.19)

and therefore for natural electromagnetic radiation

I‖i = Ii

2
and I⊥i = Ii

2
(2.20)

and therefore

r2‖ =
(

E2‖r
E2‖i

)2

= I‖r
I‖i

and r2⊥ =
(

E2⊥r

E2⊥i

)2

= I⊥r

I⊥i

. (2.21)

Thus, the total reflectance becomes

R = 1

2
(R‖ +R⊥) = 1

2

(
r2‖ + r2⊥

)
, (2.22)

where 0 ≤ R ≤ 1. For the cases where sin θa = sin θi

n̂
> 1,

one may rewrite reflection relations as

r‖ =
n̂2

μ̂
cos θi − j (sin2 θi − n̂2)

1
2

n̂2

μ̂
cos θi + j (sin2 θi − n̂2)

1
2

and

r⊥ =
cos θi − 1

μ̂
j (sin2 θi − n̂2)

1
2

cos θi + 1
μ̂
j (sin2 θi − n̂2)

1
2

,

(2.23)

where, j = √−1, and in this complex case7

R‖
def= r‖r̄‖ = 1 and R⊥

def= r⊥r̄⊥ = 1, (2.24)

where r̄‖ and r̄⊥ are complex conjugates. Thus, for angles
above the critical angle θ∗

i , all of the energy is reflected.
Notice that as n̂ → 1 we have complete absorption, while
as n̂ → ∞ we have complete reflection. The amount of ab-
sorbed irradiance by the particles is Ia = (1 −R)Ii .

2.4.2 Reflectivity

To observe the dependency of R on n̂ and θi we can explic-
itly write

R = 1

2

(( n̂2

μ̂
cos θi − (n̂2 − sin2 θi)

1
2

n̂2

μ̂
cos θi + (n̂2 − sin2 θi)

1
2

)2

+
(cos θi − 1

μ̂
(n̂2 − sin2 θi)

1
2

cos θi + 1
μ̂
(n̂2 − sin2 θi)

1
2

)2)
,

(2.25)

7The limiting case
sin θ∗

i

n̂
= 1, is the critical angle (θ∗

i ) case.

Fig. 5 The reflectance (R) as a function of incident angle

which is plotted in Fig. 5. For all but n̂ > 4, is there dis-
cernible nonmonotone behavior. The nonmonotone behavior
is slight for n̂ = 4, but nonetheless present. Clearly, as n̂ →
∞, R → 1, no matter what the angle of incidence’s value.
We note that as n̂ → 1, provided that μ̂ = 1, R → 0, i.e. all
incident energy is absorbed (it is transparent). With increas-
ing n̂, the angle for minimum reflectance grows larger. For
more details, we refer the reader to the relatively recent trea-
tise of Gross [22] and the cited literature in the references.

Remark 3 From this point forth, we assume that the ambient
and interstitial medium (surrounding the particles) behaves
as a vacuum. Accordingly, there are no energetic losses as
the rays move through the surrounding medium. Further-
more, we assume that absorbed rays that enter a particle are
not re-emitted, but are converted into a heat source.

Remark 4 We note that the use of lasers for the related
problem of dermal ablation is well-established, and involves
the use of special types of dyes to increase absorption of
the tissue, referred to as sclerostomics. The dyes are ap-
plied by electrophoresis, i.e. electrical current is used to
direct dye into tissue. There are five main types of in-
teraction: (1) photochemical, (2) thermal, (3) photoabla-
tion, (4) plasma-induced ablation and (5) photodisruption.
Photochemical Interaction-stems from empirical observa-
tions that light can induce chemical effects and reactions
within macromolecules or tissue within macromolecules
or tissue. Biostimulation is also attributed to photochem-
ical interaction. Photodynamics therapy is performed as
follows: first a photosynthesizer is injected into the tis-
sue. It remains inactive until irradiated. This can be used
for targeted interaction. Thermal interaction can be classi-
fied as (a) coagulation, (b) vaporization, (c) carbonization
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and (d) melting. The probability of cells staying alive de-
pends on the duration and temporal evolution of the tem-
perature obtained. Photoablation-etching was first applied
to polymethyl-metacrylate (PMMA), polyimide, Teflon and
other synthetic polymers. For more details, see Niemz [35],
Steen [48] and Grigoropoulos [21].

3 Thermal Conversion of Beam (Optical) Losses

It is assumed that the particle scatterers are small enough to
consider the temperature as being uniform within each par-
ticle. Furthermore, we assume that the space between the
particle scatterers, i.e. the “ether”, plays no role in the heat
transfer process. Conduction is assumed to occur between
particles in contact. An energy balance governing thermal
storage in a particle (i), the absorption of optical energy
from rays which come in contact (Nrc) and all conductive
exchange with other particles in contact (Npc), reads as

miCi θ̇i =
Npc∑

j=1

Qij

︸ ︷︷ ︸
conduction

+
Nrc∑

k=1

Hrays
ik

︸ ︷︷ ︸
ray sources

def= F tot
i . (3.1)

We remark that the validity of using a lumped thermal model
for each particle, i.e. ignoring temperature gradients and as-
suming a uniform temperature within a particle scatterer, is
dictated by the magnitude of the Biot number. A small Biot
number (significantly less than unity) indicates that such an
approximation is reasonable. The Biot number for spheres
scales with the ratio of particle scatterer volume (V ) to par-
ticle scatterer surface area (As ), V

As
= R

3 (R is the particle
radius), which indicates that a uniform temperature distri-
bution is appropriate, since the particle scatterers, by defini-
tion, are small. For the conductive contribution, we have8

Npc∑

j=1

Qij ≈
Npc∑

j=1

KijA
c
ij

θj − θi

‖rj − r i‖
def= Qtot

i . (3.2)

The energy absorbed by a particle i from a ray in contact
(k = 1, . . . ,Npc) is defined as

�Hrays,tot
i

def=
∫ t+�t

t

Nrc∑

k=1

Hrays
ik dt

≈
Nrc∑

k=1

(
I inc
ik − I

ref
ik

)
Ar�t

=
Nrc∑

k=1

(1 −Rik)I
inc
ik Ar�t, (3.3)

8
Kij is approximated by the average interfacial value of the i − j pair,

Kij ≈ Ki+Kj

2 .

where I inc is the incoming ray’s irradiance, I ref is the re-
flected ray’s irradiance, Ar is an ray-area parameter that is
computed by taking the total initial cross-sectional area of
the entire beam (collimated rays) and dividing it by the to-
tal number of rays. As stated previously, explicitly, the ray-

area parameter was calculated as Ar
def= Ab/Nr , where Nr

is the number of rays in the beam and Ab is the initial cross-
sectional area of the beam.

Remark 5 Convective and infrared radiative effects are con-
sidered of secondary importance in the current analysis, but
have been accounted for in Zohdi [51] for related applica-
tions.

Remark 6 From this point forth, we will denote I inc instead
of Ii and I ref instead of Ir to avoid any possible confusion
with subscripts to come later.

Remark 7 In order to determine the approximate contact
area, referring to Fig. 6, one can solve for an approxima-
tion of the contact area radius aij (and the contact area,
Ac

ij = πa2
ij ) by solving the following three equations:

a2
ij + L2

i = R2
i , (3.4)

and

a2
ij + L2

j = R2
j , (3.5)

and

Li + Lj = ‖r i − rj‖, (3.6)

where Ri is the radius of particle i, Rj is the radius of par-
ticle j , Li is the distance from the center of particle i and
the common contact interpenetration line and Lj is the dis-
tance from the center of particle j and the common contact
interpenetration line. The particle interpenetration is

δij = Ri +Rj − ‖r i − rj‖. (3.7)

Solving these equations leads to

Ac
ij = πa2

ij = π
(
R2

i − L2
i

)
, (3.8)

where

Li = 1

2

(
‖r i − rj‖ − R2

j −R2
i

‖r i − rj‖
)

. (3.9)

3.1 Algorithmic Details

After temporal integration with a finite difference time-step
of �t , we have, using a trapezoidal rule with variable (0 ≤
φ ≤ 1) integration metric:

θi(t + �t)

= θi(t) + 1

miCi

∫ t+�t

t

F tot
i dt
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Fig. 6 An approximation of the
contact area parameter

= θi(t) + 1

miCi

(∫ t+�t

t

Npc∑

k=1

Qik

︸ ︷︷ ︸
Qtot

i

dt

+
∫ t+�t

t

Nrc∑

j=1

Hrays
ij dt

︸ ︷︷ ︸
�Hrays,tot

i

)

≈ θi(t) + 1

miCi

((
φQtot

i (t + �t) + (1 − φ)Qtot
i (t)

)
�t

︸ ︷︷ ︸
smooth

+ �Hrays,tot
i︸ ︷︷ ︸

unsmooth

)
, (3.10)

where the term “smooth” indicates temporally smoothly
varying and “unsmooth” denotes a much shorter discrete
event (incident rays encountering and reflecting off of a par-
ticle). Thus, explicitly,

θK+1
i (t + �t)

= θi(t)

+ �tφ

miCi

Npc∑

j=1

KijA
c
ij (θ

K
j (t + �t) − θK

i (t + �t))

‖rj − r i‖

+ �t(1 − φ)

miCi

Npc∑

j=1

KijA
c
ij (θj (t) − θi(t))

‖rj − r i‖

+ �Hrays,tot
i

miCi

. (3.11)

This iterative procedure is embedded into the overall ray-
tracing scheme. The overall algorithm is as follows, starting
at t = 0 and ending at t = T :

1. COMPUTE NEW RAY MAGNITUDES AND ORIEN-
TATIONS AFTER REFLECTION: I

ref
j , j = 1,2, . . . ,

Rays.
2. COMPUTE ABSORPTION CONTRIBUTIONS TO

THE PARTICLE SCATTERERS: �Hrays,tot
i , i = 1,2,

. . . ,Particles.
3. COMPUTE CONDUCTION OF THE PARTICLE SCAT-

TERERS: Qtot
i , i = 1,2, . . . ,Particles.

4. COMPUTE PARTICLE TEMPERATURES RECUR-
SIVELY K = 1,2, . . . , UNTIL CONVERGENCE, US-
ING EQUATION (3.11) FOR θi , i = 1,2, . . . ,Particles,
REPEATING STEPS 1–4.

5. INCREMENT ALL RAY POSITIONS: xj (t + �t) =
xj (t) + �tvj (t), j = 1,2, . . . ,Rays.

6. INCREMENT TIME (t = t +�t), GO TO STEP 1 AND
REPEAT STEPS 1–5.

Remark In order to capture all of the ray reflections that oc-
cur, the time step size �t is dictated by the size of the par-
ticle scatterers. A somewhat ad-hoc approach is to scale the
time step size by the speed of the of ray propagation ac-
cording to �t = ξ R

‖v‖ , where R is the median radius of the
particle scatterers (if the particle sizes are not uniform) and
0.05 ≤ ξ ≤ 0.1. Typically, the results are insensitive to ξ that
are smaller than this range. The subsequent convergence of
the thermal calculation is rather quick, since the time steps
are extremely small. For more details on convergence on it-
erative time-stepping schemes, see Zohdi [53–59].
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4 Phase Transformations: Solid ⇒ Liquid ⇒ Vapor

To include phase transformations, we consider five cases,
which is implemented in a predictor-corrector manner by
first solving

miCi θ̇i = F tot
i (4.1)

to obtain predicted temperature, and then checking the fol-
lowing:

• Solid → solid-no melting with Ci = CS : If θ(t) < θm and
θ(t + �t) < θm then retain (4.1) with C(θ) = CS ,

• Solid → liquid-melting with Ci = CS : If θ(t) < θm and
θ(t + �t) ≥ θm then re-solve (4.1) with C(θ) = CS +
δPS→L

δθ
,

• Liquid → liquid-melted with Ci = CL: If θ(t) ≥ θm and
θ(t + �t) ≥ θm then retain (4.1) with C(θ) = CL,

• Liquid → solid-solidification with Ci = CL: If θ(t) ≥ θm

and θ(t +�t) < θm then re-solve (4.1) with C(θ) = CL +
δPL→S

δθ
,

• Liquid → vapor-vaporization with Ci = CL: If θ(t) < θv

and θ(t +�t) ≥ θv then re-solve (4.1) with C(θ) = CL +
δPL→V

δθ
,

where CS is the heat capacity of the solid and CL is the heat
capacity of the liquid and

• 0 < δPS→L is the latent heat of melting,
• 0 < δPL→S is the latent heat of solidification,
• 0 < δPL→V is the latent heat of vaporization,
• 0 < δθ is small and can be thought of as a “bandwidth”

for a phase transformation. For more details on melting
processes, see Davis [9].

Remark 8 Latent heats have a tendency to resist the phase
transformations, achieved by adding the positive terms in
the denominator, thus enforcing reduced temperature (dur-
ing the phase transformation).9 This approach is relatively
straightforward to include within the staggering framework.

Remark 9 As a consequence, the number of particles in the
system and their heat capacities will also change in the al-
gorithm, and (3.11) becomes

θK+1
i (t + �t) = θi(t) + �tφ

miC
K
i (t + �t)

×
NK

pc∑

j=1

KijA
c
ij (θ

K
j (t + �t) − θK

i (t + �t))

‖rj − r i‖

+ �t(1 − φ)

miCi(t)

Npc∑

j=1

KijA
c
ij (θj (t) − θi(t))

‖rj − r i‖

9In the idealized limit, the temperature would be constant.

+ �Hrays,tot,K
i

miC
K
i (t + �t)

. (4.2)

Remark 10 Vaporized particles are removed from the simu-
lation for subsequent time-steps.

4.1 Optional Time-Scaling and for Simulation
Acceleration

Some scaling arguments can be made to accelerate compu-
tations. Consider the a system that is subjected to a source
F(t)

mCθ̇ = F(t). (4.3)

Integrating overall time interval T and breaking it up into M

subintervals yields (τ = T
M

)

θ(T )

= θ(t = 0) + 1

mC

∫ T

o

F dt

︸ ︷︷ ︸
heat input

= θ(t = 0)

+ 1

mC

(∫ τ

0
F dt +

∫ 2τ

τ

F dt + · · · +
∫ Mτ

(M−1)τ

F dt

)

︸ ︷︷ ︸
heat input

.

(4.4)

If F(t) is periodic over each subinternal ((i − 1)τ, iτ ), i =
1,2, . . . ,M , then

θ(T )

= θ(t = 0)

+ 1

mC

(∫ τ

0
F dt +

∫ 2τ

τ

F dt + · · · +
∫ Mτ

(M−1)τ

F dt

)

︸ ︷︷ ︸
heat input

= θ(t = 0) + M

mC

∫ τ

0
F dt

= θ(t = 0) + 1

(
mC

M
)

︸ ︷︷ ︸
pseudo thermal mass

∫ τ

0
F dt, (4.5)

where the last line is an approximation of the heat input
“dumped” into the system. One can interpret mC

M
as a pseudo

(reduced) thermal mass. Specifically, for the applications
of interest here, if absorbed irradiance loading �Hrays,tot

was perfectly periodic (repeated over shorter time intervals),
with no phase changes (which would change C and the
�Hrays,tot absorbed) and if the conductive flux terms were
constant (it is not in the general case), then running the sim-
ulation over (0, τ ), using mC

M
as a pseudo (reduced) thermal

mass, would be equivalent to a simulation over the interval
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Fig. 7 A laser pulse applied to
a plug of material with
Nr = 1000 parallel, randomly
placed rays in the circular
cross-sectional plane of the
beam, corresponding to
unpolarized incoming optical
energy

(0, T ) using mC. Thus, as an optional approximation, ei-
ther by magnifying I or reducing mC one can deliver the
approximate “heat dump”, provided one fully resolves the
movement of a pulse through the entire system to accurately
capture the share of the energy reflected and absorbed by the
particles.

Remark In the simple case

mCθ̇ = F = IAb ⇒
θ(T ) = θ(0) + IAbT

mC
= θ(0) + M

IAbτ

mC

= θ(0) + IAbτ

(mC
M

)
,

(4.6)

the periodic approximation is exact.

5 Numerical Examples

As a model problem, we considered a group of Np overlap-
ping randomly packed spherical particles, of equal size, in
a cubical domain of dimensions, D × D × D. The particle
size was determined by a particle/sample size ratio, which

was defined via a subvolume size V
def= D×D×D

Np
, where Np

was the number of particles in the entire cubical domain.
The non-dimensional ratio between the radius (R) and the

subvolume was denoted by L def= R
V

1
3

. If the particles were

perfectly arranged in a cubical array, a value of L = 0.25
would mean that they just touch, and values of L > 0.25
would indicate overlapping. Later, in the simulations was
used L = 0.325 as an example. We steadily increased the
number of rays in the beam from Nr = 100,200, etc. until

the results were insensitive to further refinements. This ap-
proach indicated that approximately Nr = 1000 parallel, but
randomly placed, rays in the circular cross-sectional plane
of the beam (Fig. 7), corresponding to unpolarized incom-
ing optical energy yielded stable results.10 Therefore, we
consider the responses to be, for all practical purposes, in-
dependent of the ray-grid density. This particle/ray system
provided convergent results, i.e. increasing the number of
rays and/or the number of particles surrounding the beam
resulted in negligibly different overall system responses. Of
course, there can be cases where much higher resolution
may be absolutely necessary.11 In such a direct numerical
approach, one can easily introduce nonuniform beam pro-
files such as shown in Fig. 2

I (d) = I (d = 0)e−ad, (5.1)

where d is the distance from the center of the initial beam
line. In the case of a = 0 we recapture a flat beam, I (d) =
I (d = 0). We specifically used a = 2. We set total initial
irradiance via

∑Nr

i=1 I inc
i (t = 0)Ar = 6000 W.12 Other sim-

ulation parameters of importance were:

• The dimensions of the sample were 10−3 m × 10−3 m ×
10−3 m.

• The initial velocity vector for all initially collinear rays
comprising the beam was v = (c,0,0), where c = 3 ×
108 m/s is the speed of light in a vacuum.

10We repeatedly refined the “ray density” up to 10000 rays and found
no significant difference compared to the 1000 ray result.
11In order to adequately compare between different tests in Table 1, the
same random 1000 particle ensemble was used each time.
12To achieve this distribution, we first placed rays randomly in the
plane, and then scaled the individual I inc by e−ad and the normalized
the average so that the total was 6000 W.
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• Twenty pulses were applied, allowing each pulse to com-
pletely enter and exit the system.

• We used a refractive index ratio of n̂ = 1.4, for the set of
particle scatterers and surrounding environment and en-
forced a condition that if the material melted, we reduced
the refractive index ratio to approximately n̂ = 1.

• We used a melting temperature of θm = 600 Kelvin and a
vaporization temperature of θv = 700 Kelvin.

• The time-scaling factor, M = 106.
• The material density, ρ = 1000 kg/m3.
• The solid heat capacity, CS = 1000 J/(kg K).
• The liquid heat capacity, CL = 2000 J/(kg K).

• The latent heat of melting, δPS→L

δθ
= 1000 J/(kg K).

• The latent heat of solidification, δPL→S

δθ
= 1000 J/(kg K).

• The latent heat of vaporization, δPL→V

δθ
= 1000 J/(kg K).

We considered a series of numerical experiments starting
at K = 0 (no conductivity), where a maximum number of
particles were vaporized, until a K was met where virtually
no particles were vaporized during the process. While it is
not the objective of this work to carry out a series of pa-
rameter studies, we show some trends in Fig. 9 and Table 1.
Specifically, Fig. 9 illustrates the volume fraction of parti-
cles that are vaporized for increasing K. The final results are
tabulated in Table 1. As theoretically predicted, with low
K values, the heat is retained, and virtually all of the parti-
cles underneath the beam were vaporized. As K increases,
the heat conducts away from the target zone, and less parti-
cles meet the criteria for melting and vaporization. In Fig. 8,
starting from left to right and top to bottom, the progressive
movement of rays comprising a beam whose initial diameter
is 0.3 the length of the sample, as it is being absorbed by the
material. We have the following general observations, which
are consistent with the analytical results:

• No conductivity retains heat for vaporization-it concen-
trates the heat in the target zone and more particles are
vaporized in a cascading effect because of the reduction
of the refractive index, which absorbs more optical en-
ergy.

• As the conductivity increases, heat is conducted away
from the target zone, and less particles are vaporized.

The utility of the numerical simulation tool is, of course,
that one can probe deeper into the spatial evolution of the
temperature, phase-changes and vaporization.

Remark The simulations take on the order of two minutes
on a laptop. For extremely large-scale systems, it is im-
portant to note that for the ray tracing method, there are
two natural ways to proceed to exploit parallelism: (1) By
assigning each processor its share of the rays, and check-
ing which particle scatterers interact with those rays or

(2) By assigning each processor its share of particle scat-
terers, and checking which rays interact with those parti-
cle scatterers. High-performance computational methods for
the determination of ray/particle intersection can be devel-
oped by slightly modifying fast ray-particle contact detec-
tion algorithms found in, for example, Donev et al. [12–
16] or Pöschel and Schwager [40], for general particle
shapes.

6 Summary and Extensions

This work developed a computational model and a corre-
sponding solution algorithm for the rapid simulation of the
laser processing of materials. The objective was to sim-
ulate targeted zonal heating of discrete particles that are
packed together, in particular focusing on phase transfor-
mations and vaporization of particles in the target zone.
Because of the complex microstructure, containing gaps
and interfaces, this type of system is extremely difficult to
simulate using continuum-based methods, such as the Fi-
nite Difference Time Domain Method or the Finite Ele-
ment Method. The model that was developed captured the
primary effects, namely, reflection and absorption of opti-
cal energy, its conversion into heat via (1) a discretization
of a concentrated laser beam into rays, (2) a discrete ele-
ment representation of the particulate material microstruc-
ture and (3) a discrete element transient heat transfer model
that accounts for optical (laser) energy propagation (reflec-
tion and absorption), its conversion of into heat, the subse-
quent conduction of heat and phase transformations involv-
ing melting and vaporization. A discrete ray-tracking algo-
rithm was developed, along with an embedded, staggered,
iterative solution scheme, in order to calculate the optical-
to-thermal conversion, particle-to-particle conduction and
phase-transformations, implicitly. Current work is focusing
on laser treatment of different types of microstructures that
arise in other processing methods of particulate materials,
such as self-assembly, which leads to very regular patterns
that are induced by inserting the particles in solution, de-
positing them onto surfaces, and evaporating the intersti-
tial liquid, thus allowing hydrodynamic forces to induce the
mentioned patterns (Choi et al. [5–7], Demko et al. [10,
11]). Another example where structured media can occur
is spray processing of small-scale particles, which can in-
duce chainlike microstructures, due to surface tension and
alignment with electrical field lines during deposition (Zo-
hdi [59]). The application of laser processing to these mate-
rials is under investigation by the author.13

13For review of the wide range of particle deposition processes, in par-
ticular sprays, see Martin [32, 33].
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Fig. 8 Frames for the progressive absorption of a Laser beam and subsequent heating for conductivity K = 100

Generally, the deposition of particles to build or enhance
components is subclass of additive manufacturing, which in
turn is a subfield of advanced manufacturing. Broadly speak-
ing, advanced manufacturing of materials is frequently cited
as a blend of techniques from various fields. The “green-
ness” of an overall process is often considered as a criteria

for the approach to be judged as competitive (Dornfeld and
Wright [17], Allwood [3], Reich-Weiser, Vijayaraghavan
and Dornfeld [41] and Rosen, Dincer and Kanoglu [44]).
The true greenness of a combination of techniques which,
individually, may be safe and sustainable, is unclear. Take
for example, laser ablation of rare earth materials, function-
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Fig. 9 The volume fraction of
vaporized material for K = 0,
K= 10, K = 20, K = 50,
K= 100 and K = 200

alized inks laden with small-scale particles, etc., which, if
done in mass, can produce a highly toxic environment in
a non-vacuum processing area. Thus, ablation is of partic-
ular interest, due to the potential for dangerous ejecta for
large-scale processes. For example, thermal or photother-
mal ablation usually refers to laser light conversion to lat-
tice vibration before breaking of bonds liberate atomic-
scale material, while photochemical/electronic ablation is
a direct electronically-induced vibration. Hydrodynamical
ablation refers to micrometer droplets following from the
molten phase, whereas exfoliation is an erosive mechanism
by which material is removed as flakes. Note that all of the
mechanisms can occur simultaneously. We refer the reader
to the state-of-the-art in Grigoropoulos [21], which catego-

rizes various mechanisms for ablation. A complete model
and numerical simulation of this process is currently under-
way by the author, and is based on methods found in Zohdi
[54–59]. This entails an analysis of the dynamics of ablated
particulate flows, which are related to granular flow mod-
els (see Pöschel and Schwager [40], Duran [18], the works
of Torquato and collaborators: Torquato [49], Kansaal et al.
[27] and Donev et al. [12–16]) and computational particle
methods (see the works of Onate and collaborators: Onate
et al. [36, 37], Rojek et al. [43], Carbonell et al. [4] and
Labra and Onate [30]).

An overall technological goal is to develop computa-
tional tools to accelerate the manufacturing of printed elec-
tronics. Lasers can play a central role in precisely process-
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Table 1 The response
sensitivity to a 1000 rays for
1000 randomly dispersed
particle scatterers for increasing
K after a sufficiently long time
t = T , allowing all of the rays to
have exited the scattering
system (L = 0.325). 20 pulses
were applied. In order to
adequately compare between
different tests, the same random
1000 particle ensemble was
used each time

K Vaporized (vv)

0 0.162

1 0.159

10 0.149

20 0.135

40 0.095

60 0.071

80 0.040

100 0.037

120 0.022

140 0.020

200 0.017

300 0.008

400 0.006

ing these systems. Print-based methods are ideal for large-
scale applications, and provide a framework for assembling
electronic circuits by mounting printed electronic devices on
flexible plastic substrates, such as polyimide and “PEEK”
(Poly-Ether-Ether-Ketone, a flexible thermoplastic polymer)
film. There are many variants of this type of technology,
which is sometimes referred to as flexible electronics or flex
circuits. Flex circuits can be, for example, screen printed sil-
ver circuits on polyester.14 In order to develop flexible mi-
croelectronics for large area deployment, traditional meth-
ods of fabrication using silicon-based approaches have be-
come limited, due to high cost of materials and equipment
(which frequently needs a vacuum environment). For flexi-
bility and lower cost, the ability to develop these electronics
on plastics is necessary. Accordingly, print-based technolo-
gies are starting to become popular for these applications.
In many cases, this requires the development of high vol-
ume fraction particle-functionalized “inks”. These particles
include germanium (which has higher mobility and a more
tailorable absorption spectrum for ambient light than sili-
con) and silver (which is being studied due to the possibil-
ity to sinter the particles even without the need high inten-
sity heating). Other semiconductor particle-based materials,
including zinc and cadmium based compounds and metals,
such as gold and copper, can be considered. Precise pattern-
ing of (particle-functionalized) prints is critical for a number
of different applications. For recent applications that include
low temperature electrode deposition, see Huang et al. [26],
for optical coatings and photonics, see Nakanishi et al. [34]
and Maier and Atwater [31], for biosensors see Alivisatos
[2], for catalysts, see Haruta [24] and for MEMS applica-
tions, see Full et al. [20] and Ho et al. [25]. Several meth-
ods are available for patterning of particles, such as inkjet

14For an early history of the printed electronics field, see Gamota et al.
[23].

printing (see Ridley et al. [42] and Sirringhaus et al. [46]),
which is attractive due to its simplicity, high throughput, and
low material loss. However, patterning with inkjet printing
is limited to a resolution of around 20–50 microns with cur-
rent printers (Ridley et al. [42]), with higher resolution pos-
sible by adding complexity to the substrate prior to printing
(Wang et al. [47]). Electrohydrodynamic printing has also
been proposed to increase the resolution beyond the lim-
its of inkjet printing, achieving a line resolution as small
as 700 nanometers (Park et al. [38]).15 Unfortunately, inkjet
and electrohydrodynamic printing do not allow precise con-
trol over the structure of the printed lines. This often results
in lines with scalloped edges or non-uniform width, and of-
fer only limited control over the height of the printed fea-
tures (Huang et al. [26], Sirringhaus et al. [46], Ahmad et al.
[1] and Samarasinghe et al. [45]). Also, recently, imprint
lithography has been proposed as a means of decreasing the
feature size of patterned particles while allowing more pre-
cise control over the structure of the printed lines (Ko et al.
[28, 29], and Park et al. [39]). In this fabrication method, the
particle-laden inks are patterned by pressing with an elas-
tomer mold and the particles are dried into their final con-
figuration. While the resolution of imprint lithography is im-
proved over inkjet printing, there exists a residual layer on
the substrate that must be etched away after patterning. Con-
trol over the height of features can be corrupted by capillary
action between the mold and the drying ink, in particular
along the length of longer features. Thus, as a possible alter-
native to imprint lithography, particle self-assembly meth-
ods, based on capillary filling of photoresist templates have
been proposed (Demko et al. [10]), and appear to be promis-
ing. Clearly, laser post-processing can play a role in all of
the previously mentioned approaches, in order to add a de-
gree of precision that is otherwise missing.

Appendix: Geometrical Ray Theory

Following a somewhat classical analysis found in, for exam-
ple, Elmore and Heald [19], Cerveny et al. [8] and others, we
consider the propagation of a general disturbance, ψ , gov-
erned by a generic wave equation:

∇2ψ = 1

c2(x)

∂2ψ

∂t2
. (7.1)

Here c(x) is a spatially varying wave speed corresponding
to a general inhomogeneous medium, where c(x) = co in
a homogeneous reference medium and where the refractive
index is defined as n = co/c(x). Consider a trial solution of
the form

ψ(x, t) = A(x)ej (koS(x)−ωt), (7.2)

15In such applications, lasers can be used to heat treat and dry particle-
based inks.



Rapid Simulation of Laser Processing of Discrete Particulate Materials 323

where A(x) is the amplitude of the disturbance, and where
ko = ω/co = 2π/λ is the wave number in the reference
medium. The function S(x) (dimensions of length) is known
as the “Eikonal”, which in Greek means “image”. One can
interpret a set of waves as simply a family of surfaces for
which the values of koS(x) differ in increments of 2π . Sub-
stituting the trial solution into the wave equation, one ob-
tains

k2
oA

(
n2 − ∇S · ∇S

)

+ jko

(
2∇A · ∇S + A∇2S

) + ∇2A = 0. (7.3)

There are a variety of arguments to motivate so-called “Ray
Theory”. Probably the simplest is simply to require that, as
ko → ∞, each of the ko-terms, the zeroth-order ko-term, the
first-order ko-term and the second-order ko-term, must van-
ish. Applying this requirement to the second-order ko-term
yields

n2 = ∇S · ∇S = ‖∇S‖2. (7.4)

For a uniform medium, n = const, provided ∇2A = 0 and
an initial plane wave surface S = const, then (7.3) implies

S(x) = n(αx + βy + φz), (7.5)

where α, β and φ are direction cosines. More generally,
when n �= 0, then (7.4) implies

∇S(x) = n(x)ŝ(x), (7.6)

where ŝ(x) is a unit (direction) vector. From elementary cal-
culus, recall that ∇S is perpendicular to S = const. This al-
lows for the natural definition of continuous curves, called
rays, that are everywhere parallel to the local direction ŝ(x).
Rearranging first-order ko-term of (7.3)

1

A
∇A · ∇S = −1

2
∇2S = −1

2
∇ · (nŝ). (7.7)

Recalling the directional derivative, d(·)
ds

def= ŝ · ∇(·), we have
( ∇S

‖∇S‖
)

· ∇A =
(∇S

n

)
· ∇A = dA

ds
, (7.8)

where s is the arc-length coordinate along the ray. With this
definition, once S(x) is known, the component of ∇A in the
ŝ(x) can be found from (7.7) and (7.8):

1

A

dA

ds
= − 1

2n
∇ · (nŝ). (7.9)

Thus, we are able to determine how the amplitude of the
trial solution changes along a ray, but not perpendicular to
the trajectory.

Geometrical “ray-tracing”, deals directly with the ray tra-
jectories, rather than finding them as a by-product of the so-
lution of the wave equation for the Eikonal function S and
the resulting wave front. To eliminate S we need to look at
the rate of change of the quantity nŝ along the ray. Making
repeated use of (7.6), we have

d(nŝ)

ds
= ŝ · ∇(∇S) = ∇S

n
· ∇(∇S)

= 1

2n
∇(∇S · ∇S) = 1

2n
∇n2 = ∇n, (7.10)

where d(·)
ds

def= ŝ · ∇(·). The previous equation allows us to
find the trajectories of a ray (ŝ), given only the refractive
index n(x) and the initial direction ŝi of the desired ray.

Remark A more general derivation of the Eikonal equation
can be found in a variety of textbooks, for example, Cerveny
et al. [8], and starts by assuming a trial solution of the form

ψ(x, t) = A(x)Φ
(
t − Λ(x)

)
(7.11)

where Λ is an Eikonal function, and the waveform function
α is assumed to be of high frequency.16 This function is then
substituted into the wave equation to yield

∇2AΦ + 2∇A · ∇Φ + A∇2Φ = 1

c2
A

∂2Φ

∂t2
. (7.12)

After using the chain rule of differentiation, this can be writ-
ten as

∂2Φ

∂Λ2
A

(
∇Λ · ∇Λ − 1

c2

)

+ ∂Φ

∂Λ

(
2∇A · ∇Λ + A∇2Λ

) + Φ∇2A = 0. (7.13)

Analogous to the special case considered before, to motivate
so-called “Ray Theory” one requires that the coefficients of
∂2Φ

∂Λ2 , ∂Φ
∂Λ

and Φ are satisfied separately, in other words, the
following hold

∇Λ · ∇Λ − 1

c2
= 0 (7.14)

and

2∇A · ∇Λ + A∇2Λ = 0 (7.15)

and

∇2A = 0. (7.16)
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