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SUMMARY

The trajectory of free atmospheric electrical currents, such as lightning and sparks, is strongly influenced by
microscale events that occur at the current front. In particular, highly conductive pathways can occur at the
free surface front due to dielectric breakdown. The specific directions of the local pathways are minutely
perturbed, due to the gaseous, disordered, nature of the media at the small scale. This results in highly
conductive, anisotropically perturbed, continuum-level properties at the electrical current front. In this
work, a model is developed to investigate the role of the resulting anisotropically perturbed conductivity
at the propagation front on the overall trajectory of free atmospheric electrical currents. The approach is to
relate the electrical current velocity to the local anisotropic conductivity at the propagation front and the
surrounding electric field. The conductive anisotropy is decomposed into an isotropic ‘base state’ and an
anisotropic perturbation. The current trajectory is shown to be governed by a set of non-linear differential
equations, for which a numerical solution scheme is developed. The difference between paths taken through
anisotropically perturbed and isotropic media is analytically bounded and quantified numerically as a
function of the magnitude of the anisotropic perturbation. The analysis and numerical experiments indicate
that, in a statistical sense, the difference in the paths taken in anisotropically perturbed and isotropic media
depends quasilinearly on the perturbation magnitude. Copyright © 2010 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The trajectory of a free electrical discharge in a gaseous atmosphere, referred here as a ‘jet’, is
strongly influenced by the local conditions at the current front. Examples include lightning and
sparks (Figure 1). To a large extent, the jet trajectory propagation is influenced by inhomogeneities
in the local microscopic properties at the electrical free surface front ‘tip’ (Figure 2). Continuum
properties at the electrical front tip, such as the conductivity, are determined by what is sometimes
termed as dielectric breakdown, whereby, for sufficiently strong electrical fields, an initially poor
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Figure 1. Examples of free electrical currents. Left: a lightning strike. Right: a spark
comprising of a charged ion jet.
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Figure 2. The current flow at the electrical front ‘tip’.

conductor can become an extremely good conductor. The process occurs when an applied field
is strong enough to accelerate free electrons that are present in a gas so that they attain energies
sufficiently large enough to dislodge other electrons in initially neutral molecules. The result is
a collection of positively charged ions and free electrons. The dislodged electrons then repeat
the procedure in a chain-like reaction manner leading to an electron avalanche, which results in
highly conductive, anisotropic, properties at the electrical front tip. The investigation of dielectric
breakdown has a long history dating back to at least to Townsend (1914) [1]. A detailed discussion
of the phenomenon can be found in Inan and Inan [2]. Since the local microstructure at the
electric field front tip is inhomogeneous (essentially it is a random medium), the (homogenized)
continuum scale properties, such as the conductivity, can be highly directionally dependent and,
thus, anisotropic on the continuum scale.

Clearly, these effects can influence a free current’s trajectory, which is the primary theme of
this paper. There are a number of applications in both the natural sciences and industry where the
characterization of the path of localized electrical currents (‘filaments’) in gases is of interest. Two
important applications are (1) lightning and (2) spark propagation (ignition systems) in internal
combustion engines, which are now briefly discussed.

fMeasurements of local variations in atmospheric conductivity can be found in, for example, Bering et al. [3],
Holzworth et al. [4], Pinto et al. [5], Hu et al. [6].
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LOCALIZED ELECTRICAL CURRENT PROPAGATION 29

1.1. Relevance to natural phenomena: lightning

Generally speaking, lightning is an atmospheric discharge of electricity that is associated with
thunderstorms. It is commonly thought that the formation of ice inside a cloud is critical for the
initiation of lightning, since this can cause a separation of positive and negative charges within the
cloud, leading to a significant potential difference between the earth (or objects on its surface) and
the lower section of a cloud. If conditions are appropriate, an electrical discharge will occur. One
hypothesis is based on electrostatic induction, where it is asserted that charge separation occurs,
requiring strong updrafts which carry water droplets upward and supercooling them to between
—10 and —20°C. These droplets collide with ice crystals to form a soft ice—water mixture called
graupel. The collisions result in a slightly positive charge being transferred to ice crystals, and a
slightly negative charge to the graupel. Updrafts drive the less heavy ice crystals upwards, causing
the cloud top to accumulate positive charge. Gravity causes the heavier negatively charged graupel
to fall toward the middle and lower portions of the cloud, building up a negative charge. Charge
separation and accumulation continue until the electrical potential becomes sufficient to initiate
a lightning discharge, which occurs when the distribution of positive and negative charges forms
a sufficiently strong electric field. Another hypothesis is based on a polarization mechanism that
occurs in two stages, namely, (1) falling droplets of ice and rain become electrically polarized as
they fall through the Earth’s natural electric field and (2) colliding ice particles become charged
by electrostatic induction. Atmospheric conditions such as humidity and pressure can effect this
process. Furthermore, it has also been proposed that solar induced activity such as gamma ray
bursts (leading to ionization of air molecules), the solar wind, charged plasma bulidup etc, can
influence lightning behavior. Clearly, there is not one root cause for lightning initiation. Detailed
discussions on the various origins of favorable conditions for lightning can be found in Rakov
and Uman [7], Demirkol et al. [8], Uman [9], Fishman et al. [10], Inan et al. [11] and Inan
and Inan [2]. In this paper, we remove ourselves from the discussion of the origin of the charge
build up and discharge, and focus our attention on the mathematical description of the current
trajectory. Specifically, this work attempts to connect the degree of local atmospheric anisotropy to
the trajectory of a jet. However, before proceeding with the analysis, we discuss another important
application, namely ignition in combustion processes.

1.2. Relevance to industry: internal combustion systems

Many modern devices, such as ignition systems in internal combustion engines, owe a significant
amount of their success to the control of localized electrical sparks (‘jets’). Specifically, the
development of ignition systems for ultra lean fuels, such as ethanol, is an area of high interest
for spark (localized electrical jet) control. Generally, because of the advancements in sensor and
control systems in harsh environments (see Azevedo et al. [12] and Schwartz [13]), the real time
adjustment of in situ ignition systems is becoming viable, and is an area of active research. In
particular, spark manipulation and control via electromagnetic (microwave) techniques is now
possible. Such approaches are important for developing hybrid systems involving compression
ignition direct injection (CIDI) and homogeneous charge compression ignition (HCCI) engine
platforms, in order to improve the performance of a broad class of engines. Such systems can lead

$Volcanic eruptions producing dust and other natural events involving atmospheric electrical activity, such as intense
forest fires, can enhance the possibility of lightning strikes.
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to improved efficiency by igniting ultra lean fuels at low temperatures where standard compression
engines are limited and misfiring occurs. In particular, it has recently been proposed that shortly
after a spark (charged plasma) is discharged into the combustion chamber, a microwave is released
to disperse the spark throughout the combustion chamber. Because of the dispersion of the spark
throughout the combustion chamber, the ignition system relies far less on the propagation of the
flame to ignite the fuel and, hence, far leaner fuels may be employed without misfire occurring.
Until recently, the detailed control of sparks has been unreachable. However, as mentioned earlier,
within the last decade microtechnology, in particular microelectronic sensors, has made it possible
for engineers to control combustion events via the propagation of sparks and flame fronts. This is
a huge field, and we list a cross-section of that research for the interested reader: Ikeda et al. [14],
Kaneko et al. [15], Liepold et al. [16], Phelps [17], Aleiferis et al. [18], Johansson [19], Kogoma
[20], Phuoc [21], Morsy et al. [22], Morsy et al. [23] Ma et al. [24], Ma et al. [25], Mohamed
et al. [26], Weinberg and Wilson [27], Dale et al. [28], Ronney [29], Beduneau [30], Chen and
Lewis [31], Phuoc [32], Kim et al. [33], Ombrello and Ju [34], Mintoussov et al. [35], Korolev
and Matveev [36], Kim, et al. [33], Esakov, et al. [37], Linkenheil et al. [38], Linkenheil et al.
[39], Ikeda, et al. [40], Kawahara et al. [41], Mehresh et al. [42], Bogin et al. [43], and Prager
et al. [44]. A further understanding of what influences the propagation of localized electrical jets
in fuel-air mixtures, and general gases, is critical for the improvement of combustion processes.

2. LOCALIZED CURRENT MOVEMENT

By definition, electric current is the rate of transport of electric charge past a specified point or
surface. The current density is denoted J.I' When in a medium, collisions slow down the charge
carrying particles (such as ions). On average, the random velocity components, due to random
collisions, cancel one another out and we are left with a drift velocity, which is proportional to
the electric field. For an ensemble of charged particles, one can writel

particles
J= Y a7 €2vE6E, ()
i=l1

where ¢; is the charge of particle i, ¥7; is the velocity of particle i, V is an average (group) drift
velocity, 2 is the overall charge of the stream of charge carriers and & is the conductivity tensor.
Let us consider the decomposition

E= E; + Eg , 2
—_ =
jet external

where Ej is the intrinsic electrical field associated with the jet (due to its charged particles) and
Eg is the electrical field associated with external sources, which will be discussed in more detail

iThe total (normal flux) current is I = f aJ-ndA.
IThe expected velocity range of the charged particles is sufficiently small (relative to the speed of light), therefore
self-induced magnetic fields will be considered negligible. External magnetic fields are also neglected.
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LOCALIZED ELECTRICAL CURRENT PROPAGATION 31

later in the paper. The velocity vector of the jet of charged particles dictates the electric field of
the jet

Vi
Vsl

where E,=||Ej|| is assumed to be of constant (magnitude), V7 is the velocity of the electrical jet
and sy is the jet trajectory (tangent to path) vector. Therefore, we have

Ey=E, Eysy, 3)

1
Vi=—o¢-(Ey+Eg). “)
7
The position vector of the jet is related to the velocity via ry = Vj, which can be numerically solved
simultaneously with the other system equations. This is discussed later in the presentation.

3. CONDUCTIVE ANISOTROPY

On the continuum level, it is standard to assume that a conductive energy function per unit volume
exists, a non-negative function denoted W. A linear constitutive relation for the current can be
derived by differentiating an energy function with respect to the electric field, J=0W /0E, where
W~co+ci-E+3E-6-E+O(|E|*), which implies that J~ ¢; +6-E+ (]| E||?). We are free to set
co=0 (it is arbitrary) to have zero energy at zero E, and furthermore, we assume that no electrical
current exists in the reference state (¢c; =0); we obtain a general linear anisotropic relation between
the electrical current and the electric field, J=a-E. In general, ¢ has nine independent constants,
since it is a second order tensor relating three components of electric flux to electric field

S o1 o2 o3| | Eq
Jrp=|021 02 o3|yEx;. (5)
Js 031 03 033 | | E3
\—\,—/
el def o defp

Typically, different media are classified according to the number of independent constants in 6.
Depending on the medium’s microstructure, it can be shown that the components of ¢ may be
written in terms of anywhere between nine and one independent parameters. The existence of a
strictly positive energy function implies that & must have positive eigenvalues at every point in the
domain (system atmosphere). The existence of a scalar energy function forces & to be symmetric,
in other words, W= %E«r-E: %(E-O"E)T = %E-o‘T -E, which implies 6" =6. Consequently, ¢
has only six free constants. The non-negativity of W imposes the restriction that ¢ remains positive
definite. At this point, based on many factors that depend on the local fine scale features of the
atmosphere, the conductivity will have various directional ‘biases’. For example, consider a fixed
Cartesian triad (x] —x2 —x3), with an xp —x3 plane of symmetry. A plane of symmetry implies
that the medium has the same properties with respect to that plane. Therefore, we should be able
to exchange (‘flip’) the axes with respect to that plane, and have no change in the constitutive law.
By definition, a plane of symmetry exists at a point where the material constants have the same
value for a pair of coordinate systems. An axis of symmetry of order K exists at a point when
there are sets of equivalent conductive directions which can be superposed by a rotation through an
angle 2n/K about an axis. In order to determine conductive symmetry first, we rotate the current
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32 T. I. ZOHDI

(J) and electric field (E) vectors J =Q-J and E =Q-E, yielding the transformed system J=6E,
which implies the following relationship J=(Q~'-6-Q)-E, where Q is a rotational transformation
matrix. Imposing electrical symmetry dictates that the components of ¢ are invariant with respect
to the transformation, hence, 6 =6 and also a’:Q_1 -6'-Q=Q_1 -6-Q. Therefore, all components
that are not identical (after the transformation) must be zero if the medium has the assumed
electrical symmetry. In this manner, one can eliminate components from a general anisotropic
conductivity tensor. The central point of such symmetries is that in a new transformed state, &
should not change. If we consider a Cartesian (x; —x —x3) coordinate system, by performing
a series of rotational transformations about the axes, and enforcing material invariance yields an
isotropic medium that can be written in the form 6 =¢1, for the case where there exist an infinite
number of planes, the material properties are equal in all directions (symmetry of order K =00).
Therefore, representation by a single-material constant (¢) is possible. In this case we have

J=0-E=01-E=0E (6)

where, under the assumption of a positive energy, we must have >0 to retain positive definiteness
of 6. See the Appendix for more details.

4. ELECTRICAL CURRENT PROPAGATION TRAJECTORY

Consider
Viz o (Ey+Ep) = o ( B,V +E €
=—o0- =—0- — .
1= ITEE) =7 Wil E
Simple algebraic manipulations lead to
E, )
o —21|-Vi=—0-Eg. ®)
( sl ")
defy
If A is invertible
Vi=—A"'.(¢-Eg). ©)

The above represents a set of non-linear implicit equations, which will be treated numerically
shortly.

4.1. Special case: isotropic with no external source

In the special case when 6=0,1 and Eg =0 (isotropic and no external fields), we obtain

aoE,
-2 V;=0. (10)
Vsl
Thus, for a non-trivial solution, we must have a constant velocity magnitude
o, E,
Vill=—> (1)

Since the general (numerical) solution scheme will be cast in the form of V}H =§§(V§), where
i=0,1,2,...N are successive iterations and V§:0=VJ(t=0), the velocity trajectory will also
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LOCALIZED ELECTRICAL CURRENT PROPAGATION 33

remain unchanged and is

o, E
Vy= ;OSJO, (12)

where s7,=V5(t=0)/||Vi(t=0)|| is the initial trajectory of the jet.

4.2. Special case: isotropic with an external source

In the special case when 6 =0,1 (isotropic), we obtain

Oo
VJ=—<O-0E0_? )EE. (13)
Vsl

Therefore, in the case of pure isotropy, the velocity will be aligned with the external electric field.

4.3. General case: perturbations from isotropy

Consider now deviations from anisotropy of the form (da = (56)T)

6=0,1+0da, (14)
where
o,td01] +do12 +d013
ol | +6021  optdon  Edon |, (15)
+d03; +do03,  o,td033
and
og11 0012 0013
56| 6021 doan o3 |, (16)

0031 003 0033

where d0;; géa,-jgéajf are random perturbations that reflect the local changes in the atmospheric
conductivity. We remark that the ‘perturbed’ conductivity must always satisfy a positive definiteness
requirement

det(6) =det(o,1+006)>0. a7

4.4. Bounds/estimates on the trajectory deviation

At a given moment in time, let us consider the difference in the trajectories of a jet (Vy) encountering
an anisotropic medium (6 =0, -+ 06, where 6, =0,1), governed by

Vi
Vieto [ 5l T ) = Lo s B s 5= Vi) (8)
=—o- ] =—0-(E,s syj=— (06" -2V;—Eg),
J P P 03] E J E, J E
sy
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34 T. I. ZOHDI

and a jet (V7) encountering an isotropic medium (6, =0,1), governed by

\4
Eoi-FEE 1 1
VJuzﬁo'a' ”VJO” :560'(E0s10+EE):>SJ0:E_(60 'yVJU_EE)- (19)
0
SJo

Subtracting Equation (19) from (18) yields (56! &6~ —a71)

7 2 _
sJ—sJo=E—(aol-<vJ—vJo)+5a Loy, (20)

o

Taking the norms of both sides, and using the Cauchy—Schwarz and Triangle inequalities, as well
as the representations, Vy=||Vyllsy and V;, =V ,llsso yields

P _
sy =701l =1l (o, L (Vy=Vy)+d67 1.V

o

2l .

<ig |<||ao V=Vl + 186 Vil

12l -

<E |(”"" IAV3liss = 1V solis 10D+ 1106~ 1IVS )

|9’|||VJ||( 4 (‘ IV ol ) .

< le M |s1— =250 )+ 10671 ). Q1)
|E, | 0 vyl

If we assume that the magnitudes of the velocities in both cases are the same, | Vy||=||V,| (this
may not necessarily be true, in general), we obtain

EZNZ1 . _
sy =8 70| <———(llo;, 81 =570l + 1667 1]), (22)
|E, |
and one has
Ed »
|EO|||VJ||||56 I 1661
sy =870l <—=——2_ = : (23)
a2 et =2 ey
|E, | 121Vl

provided that a<1, where a = |2| | Vy|lllo; ' Il/|E,| and 5% |2| | Vy|l1166~[|/|E,|. We have the

following key observations:

e Increasing the anisotropic conductivity perturbation (d¢) magnitude will increase the differ-
ence in trajectories (|06 oc||6a! ).

e Increasing the isotropic base conductivity (a;l) magnitude will increase the difference in
trajectories.
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LOCALIZED ELECTRICAL CURRENT PROPAGATION 35

e Increasing the jet’s inherent electric field strength (| E,|) decreases the difference in trajectories.
e Increasing the jet’s inherent charge (|Z|) increases the difference in trajectories.
e Increasing the jet’s velocity magnitude (|| Vy||) increases the difference in trajectories.

The above results provide qualitative characterization of the deviation in the trajectory due to
anisotropic effects. However, quantitative differences need to be dealt with numerically, which we
discuss next.

Remark

The splitting (bifurcation, trifurcation, etc) of currents, sometimes observed in lightning bolts,
can be accounted for by considering a non-linear constitutive law (replacing the linear relation in
Equation (1)) relating the current to the electrical field, for example of the form

J=?V=7E). 24)

This would allow for, in addition to the direction changes due to anisotropic perturbations,
current splits. In the particular case of lightning, since it propagates in ‘steps’, with very brief
pauses, it attracts stray currents/charges from the ground and surrounding atmosphere leading to
the observed bolt splitting. This is beyond the scope of the present work. For detailed discussions
on lightning-specific phenomena, see Rakov and Uman [7], Demirkol et al. [8], Uman [9], Fishman
et al. [10], Inan ef al. [11] and Inan and Inan [2].

5. NUMERICAL METHODS

Consider the expression relating the position of the electrical jet tip and its velocity
Fy=Vy(ry). (25)
Expanding ry in a Taylor series about 7+ ¢At, where 0<¢<1, we obtain
Pyt +AD =13+ AN 1l p g (1= DAL+ 375|111 = )2 (A1) + O (A1), (26)
and
ri(0) =ri(t+ PAD) =iyl par AL+ 57111 gar 0° (A + O(AD). 27)
Subtracting the two expressions yields

ry(t+At) —ry(t)

Ar +0(Ar), (28)

Filiyopae =

where ((A)=0(A1)> when ¢=1, and O(Ar)=0(Ar) when ¢#1L. Inserting this into the
governing equations yields

ry(t+A0) =ry(1)+ AtVy(t + pAr) + O(Ar)>. (29)
The term Vj(¢+ ¢At) can be computed via a ‘trapezoidal’ approximation

Vit +QAt) = pVi(ry(t + A1)+ (1= P)Vy(ri(1)), (30)

Copyright © 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2010; 84:27-46
DOI: 10.1002/nme



36 T. I. ZOHDI

yielding
ri(t+ A1) =ry(t) + AtVi(t + dAr) + O(Ar)?
=ry(t) + At (Vi (t +An) + (1= §) Vi (ry (1)) + O(AD)>. (31)

We note that (1) when ¢ =1, this collapses to the (implicit) Backward Euler scheme, which is
very stable (very dissipative) and (/(At)? locally in time, (2) when ¢=0, this collapses to the
(explicit) Forward Euler scheme, which is conditionally stable and O(Ar)? locally in time and (3)
when ¢=0.5, this collapses to the (implicit) Midpoint scheme, which is marginally stable and
O(A1)? = (0(At)? locally in time.

5.1. Application to the charged jet

The position vector of the jet can be integrated via a, ¢-rule™*

ri(t+An) =ry() + At (pVi(t +At) + (1= 9)Vi(1)), (32)
which is coupled to
1
Vi= ﬁO"(E]‘i‘EE). (33)

This leads to a coupled set of non-linear equations which can be solved in an adaptive iterative
manner.

5.2. Iterative solution methods

Implicit time-stepping methods, with time step size adaptivity, built on approaches found in Zohdi
[45-50], will be used throughout the upcoming analysis, which starts by discretizing the equations
of jet motion 7y=Vj using a ¢-method (L denotes the time step)

ri =i O+ A @V (1= )VD), (34)
one arrives at the following abstract form
A H=2. (35)
It is convenient to write
ATEY - B=40E —rF 1 2=0, (36)

where Z is a remainder term that does not depend on the solution, i.e.
R#RTET. 37
A straightforward iterative scheme can be written as

rf-ﬁ-l,K :g(l‘f—H’K_l)-i-%, (38)

**In order to streamline the notation, we drop the cumbersome (/(Atf)-type terms.
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LOCALIZED ELECTRICAL CURRENT PROPAGATION 37

where K =1,2,3,... is the index of iteration within time step L+ 1. The convergence of such a

scheme is dependent on the behavior of 4. Namely, a sufficient condition for convergence is that
L+1,K

% is a contraction mapping for all 7} , K=1,2,3... In order to investigate this further, we
define the iteration error as
L+1,Kkdef L+1,K  L+1
ot = -yt (39)

A necessary restriction for convergence is iterative self consistency, i.e. the ‘exact’ (discretized)
solution must be represented by the scheme

Grith+p=rit. (40)

Enforcing this restriction, a sufficient condition for convergence is the existence of a contraction
mapping

L+1K _ LK _ L+ L+1,K—1 L+1
o T =iy —ry I =119 )=y O

L+1,K . L+1,K—-1 L+1
<n +h ”r] _r]+ Il, 41)

L+1,K

where, if 0<nLt1X <1 for each iteration K, then @ — 0 for any arbitrary starting value
L+1,K=0
r

] , as K — oo. This type of contraction condition is sufficient, but not necessary, for
convergence. Inserting this into 7y =Vj(ry) leads to
ry T = Ay T - A= Vi), 42)

whose convergence is controlled largely by the multiplier nocAt and the magnitude of the jet
velocity. Therefore, if convergence is slow within a time step, the time step size, which is adjustable,
can be reduced by an appropriate amount to increase the rate of convergence. Thus, decreasing
the time step size improves the convergence; however, we want to simultaneously maximize the
time-step sizes to decrease the overall computing time, while still meeting an error tolerance on
the numerical solution’s accuracy. In order to achieve this goal, we follow an approach found in
Zohdi [45-50] originally developed for continuum thermo-chemical multifield problems in which
(1) one approximates the contraction constant as r]L“’K ~S(At)P, S being a constant and (2)
one assumes that the error within an iteration behaves according to (S(Af)?)X wktl0 = gltlLK,
where K =1,2, ..., where wXt1:0 is the initial norm of the iterative error and S is intrinsic to
the system.Jer Our goal is to meet an error tolerance in exactly a preset number of iterations. To
this end, one writes (S(Afo))?)Xd¢wlt1:0=TOL, where TOL is a tolerance and where K is the
number of desired iterations. Typically, K, is chosen to be between five to ten iterations. If the
error tolerance is not met in the desired number of iterations, the contraction constant 1’]L+1’K is
too large. Accordingly, one can solve for a new smaller step size, under the assumption that S is

t1For the class of problems under consideration, due to the quasilinear dependency or Af, p~1.
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constant,

TOL )UPKJ

< L+1,0
w ’
Atiol = At

1/pK
GLt1LEN\ /P
@L+1.0
The assumption that S is constant is not critical, since the time steps are to be recursively refined
and unrefined throughout the simulation. Clearly, the expression in Equation (43) can also be used

for time step enlargement, if convergence is met in less than K, iterations. An implementation of
the procedure is as follows:

(43)

ITERATIVE PROCESS: (INITIALLY SET K =0):
(1) COMPUTE VELOCITY:

VJKJrl (t+An= %ot (EJK(t—i-At) +E§ (t+Ar)

(2) COMPUTE POSITION:

K a4+ A =r; )+ Ar (VI 1+ A+ (1= P) Vi)

(3) COMPUTE ELECTRIC FIELD CONTRIBUTION CORRECTIONS:
VE 4 A

IV a+ Aol
EfT a+An=F @K 1+ Av),re)

(4) COMPUTE ERROR MEASURES:

EX' ¢+ An=E,

44
aet IPEH e+ Ay —rK (14 An)| . “
(@wg = o (normalized)
s e+ Ay —ry0)|]
def Wk
b)Zg =
b)Y Zk TOL,
1
(L) 7ka
©Px = (—’”" ;
(Zk )oK
Wo
CHECK :IF TOLERANCE MET (Zx <1) AND K < K, THEN:
(a) INCREMENT TIME: t =t + At
(b) CONSTRUCT NEW TIME STEP: Ar =D At
(¢) SELECT MINIMUM : At =MIN(A/"™ Ar) AND GO TO (1)
CHECK :IF TOLERANCE NOT MET (Zx > 1) AND K = K; THEN:
(a) CONSTRUCT NEW TIME STEP: At =®x At
(b)) RESTART AT TIME=t AND GO TO (1)
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4
EMITTER

QD (0,0,2000)

ATTRACTOR

Figure 3. Left: The model problem (showing multiple current jets). Right: Four numerical
realizations for the same starting conditions for a current jet trajectory for do/a,=0.5; see the
separated frames in Figure 4.

6. A MODEL PROBLEM

A series of numerical experiments (Figure 3) were performed where the magnitude of anisotropic
perturbations was steadily increased, and the variability of the path length taken by the current
was measured (the average and standard deviation). For the model problem under consideration,
we employ a simple external electric field**

Ep=7 (ry,rg)=c1e?E"ls; . (45)

where s 7_, g is the unit vector pointing from the free-surface front toward the external source. For
each parameter set, 100 jets (Figures 3 and 4) were computed with the same starting conditions,
but with different random atmospheres. The system parameters were'®

The starting location of the jet: ry=(0, 0, 2000).

The attractor’s location: rg = (0, 0, 0).

The external field constants: ¢; =10° and ¢; =—0.0001.
The jet charge (per unit volume), #=0.01.

The initial velocity of the jet V3(t =0) = (0, 0, —200000).
The initial time-step At (¢t =0)=1/||V5(=0)].

#£One can find realistic electrical field distributions for atmospheric variations in Volland [51], Markson [52],
MacGorman and Rust [53], Uman [54] and Rakov and Uman [7]. One could also include an increase in conductivity
with height (z), which is somewhat standard in atmospheric sciences (Rakov and Uman [7]), although this was
not incorporated in the present model problem.

$8Localized atmospheric electrical emissions, such as lightning, travel at between 2 x 10° m/s— 10%m/s. The average

current is approximate 100-200 A. The peak current is approximately 1000-2000 A. As a comparison, consider
that a light bulb operates at 1 A and an electrical socket at 15 A.
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Figure 4. Various numerical realizations for the same starting conditions for a current jet trajectory.
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Figure 5. Typical scatter (normalized path length, ¥) for 100 jets do /g, =0.3.

e The value of the jet-electric field contribution is E,=2|Vy(t =0)||/0,.

We describe the jet behavior statistically by post-processing the data in Figure 5, specifically
computing the average (/)

def 1 N
A= — S L, (46)
N o
and standard deviation (%)
def | 1 N
= =3 (Li—)> a7
V N =
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We also tracked the ratio of the average path traveled by the anisotropically perturbed path to the
isotropic ‘base state’ path (L*), defined by ¥ =.o7/L*. The total normalized path ‘length’ of the

current path was curve-fit versus the degree of anisotropy, Hdéféo/ o, yielding

P =cl+d=<L=2.94590+0.8152, (48)
with an error of
0;+d— ;)
2O+ . ) 0.01003, (49)
>

where L; is the length traveled by the ith jet. The extremely high quality of the fit should not
be that surprising, since the relation derived earlier (Equation (23)), although under some addition
assumptions, suggests that

]
IE,| m
vy el

lls1—s10 1< oc||d6 . (50)

and where |06 o ||067 .

As the trajectories are bounded by a constant, clearly the distance traveled would be well
approximated by a lower-order function of the degree of perturbation, for example a linear or
quasilinear function of that same variable, provided that the current is drawn to the object, as in
the discussed example.

Remark
Another possible measure of the characteristics of the jets is the excursion (&) away from the

z-axis, described by
PLEJLI S (51)
L, jets oy

where r, and ry are the maximum deviations in the x and y directions from the vertical (z-axis). The
excursion provides the ratio of the minor axis (lateral displacement) and major axis of an ‘envelope
cylinder’ (longitudinal displacement) that contains all trajectories of the jets. The column on the
far right of Table I provides information about the excursion’s dependence on the perturbation
magnitude, and is similar in character to the previous measure described by Equation (49).

Table 1. The statistics as a function of perturbation magnitude (100 jets) for ¢, =—0.0001.

d00/0, & o/ % &
0.1000 1.1339 2267.8677 11.0461 0.0373
0.2000 1.3836 2767.3374 48.9579 0.0597
0.3000 1.6855 3371.1999 91.6825 0.0723
0.4000 1.9866 3973.2473 167.8376 0.0874
0.5000 2.3054 4610.9718 248.0099 0.0969
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7. CONCLUSIONS

A model for the trajectory of localized electrical current flow in anisotropically perturbed atmo-
spheres was developed. Relevant applications span natural phenomena, such as lightning and
industrial ignition systems, which are employed in combustion cycles. The approach was to relate
the charge carrier velocity to the local anisotropy of the atmospheric conductivity, leading to a
system of non-linear equations for the trajectory of the electrical current path. A qualitative anal-
ysis was performed to determine the dependence of the trajectory of the current as a function
of the degree of anisotropy. Quantitative statistical results were achieved numerically using an
adaptive implicit temporally adaptive time-stepping scheme. The analysis provides insight into
what system features qualitatively and quantitatively control the paths taken by electrical currents
in gaseous atmospheres. For a more detailed analysis, the simulation of charged particulate plasma
streams/jets (which comprise the currents) is critical. Such calculations are computationally inten-
sive. Until recently, the detailed simulation of such jets has been computationally intractable.
However, within the last decade, simultaneous advances in computational methods, applied math-
ematics and high performance computing have raised the possibility that an analyst can directly
simulate an engineering scale device being impacted by charged jets containing billions or even
trillions of particles, incorporating all of the important microscale details. It is important to note,
as mentioned at the outset of this paper, that charged particulate jets also have relevance to the
analysis and control of charged ion plasmas in combustion chambers. Modeling and numerical
solution strategies to analyze the coupled thermal, mechanical and electromagnetic response of
such charged particulate jets, and random particulate systems in general, have been extensively
studied in Zohdi [45-50, 55], and are a topic of current investigation by the author.

APPENDIX A: CONDUCTIVE MATERIAL SYMMETRY
In order to determine one plane of conductive symmetry, consider the following:

o STEP 1: Reflect the x; axis

-1 0 O X1 )21 —X1
Re)xEl 0o 1 ollnl=dstt=t | (A1)
0 0 1 X3 X3 X3

o STEP 2:Transform the E and J vectors with the same transformation,

-1 0 0 E 1 E 1 — El
ReDEE| 0 1 ol{Et=16t=1E . (A2)
0 0 1]lE; Jo E3
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and
-1 0 07 (/] Ji —Ji
Rep-JE| o 1 oldnt=til=tnt (A3)
0 o 1]l Js s

o STEP 3: Transform the ¢ with the same transformation, but for second order tensor rules:

-1 0 O0l[oun1 o2 o3][—1 0 O 611 012 013
and thus
011 012 013 o1l —012 —013
021 02 023 |=|-—-021 02 023 |. (AS)
031 032 033 —031 0% 033

e STEP 4: All components that are not equal before and after the reflection of axes are zero:

jl oir O 0 El
hit=| 0 oxn on|{E;. (A6)
J3 0 o3 oul|E;

The end result is a ‘Monoclinic’ medium, i.e. one plane of electrical symmetry (x» —x3 plane)(4
free constants)

011 0 0 T
def

6=| 0 o0 o023 (A7)

L 0 03 033
Repeating the procedure for a symmetry about the x; —x3 plane yields

o011 0 0 7

6Z 0 on 0 (A8)
I VN

Repeating the procedure for a symmetry about the x; —x2 changes nothing. Performing rotations
about the x3-axis yields g2 = 33 and performing rotations about the x;-axis yields o1 = o33, thus
yielding

g 0 O
clo o 0f. (A9)
0 0 o

Copyright © 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng 2010; 84:27-46

DOI: 10.1002/nme



44 T. I. ZOHDI

011 =022 =033 =0. This immediately implies that there are an infinite number of planes where the
material properties are equal in all directions, and thus a single-material constant. The medium is
of the familiar isotropic variety. An isotropic medium has material properties that are the same in
every direction at a point in the medium, i.e. the properties are not a function of orientation at a
point in the medium.
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